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Abstract 

The production of charm quarks in beauty quark decays has been studied with the 

OPAL detector at the Large Electron Positron collider near Geneva, Switzerland. 

The branching ratio Br(b -1 DDX) has been measured using hadronic zo decays 

collected between 1993 and 1995. Here b refers to the admixture of weakly decaying 

hadrons containing ab quark that are produced in electron-positron annihilations at 

a centre of mass energy equal to the mass of the zo boson. The impact parameter 

significance of tracks in tagged b-jets is used to differentiate b -1 DDX decays from 

other decays. The result is 

Br(b -1 DDX) = (10.0 ± 3.2(stat.)~~:~(syst. det.)~~~04 (syst. phys.))%. 

where syst. det. is the systematic uncertainty due to the modelling of the detector, 

and syst. phys. is the systematic uncertainty due to the modelling of the underlying 

particle physics. Using this result, the average number of charm and anti-charm 

quarks produced in a beauty quark decay, nc, is found to be l.12~8:i6-

Ill 
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Chapter 1 

Introduction 

The concept of quarks was hypothesized independently by George Zweig [1, 2] and 

Murray Gell-Mann [3] in 1964. The belief in quarks as real, physical particles did 

not become widespread until some years later however. Indeed, even Gell-Mann was 

reluctant to refer to them as physical particles for several years; it seems that Gell­

Mann thought of quarks as a mathematical bookkeeping device for understanding 

the properties of many subatomic particles [4]. Genuine acceptance of the reality 

of quarks did not occur until the early 1970's, after electron-proton scattering ex­

periments at the Stanford Linear Accelerator Centre (SLAC) [5, 6] indicated that 

protons were composed of more fundamental particles: quarks. Zweig's and Gell­

Mann 's original ideas about quarks proposed three types (or flavours) of quarks that 

are now called "up", "down" and "strange". These three quarks were sufficient to 

explain the properties of most of the subatomic particles that had been discovered 

in the 1950's, 60's and early 70's. 

It did not take long however, for the number of known quarks to increase. The 

J/1/J particle that was discovered in 1974 by experimental groups at SLAC [7] and 

Brookhaven National Laboratory [8] in New York was interpreted as being composed 

1 



2 

of a charm quark and an anti-charm quark. Next, the Y particle discovered at 

Fermilab [9] near Chicago in 1977 was believed to be composed of a beauty quark 

and an anti-beauty quark (beauty quarks are also called bottom quarks; this authour 

prefers the more attractive moniker). There was a long wait until the next quark 

was discovered, but in 1995, experimentalists at Fermilab discovered the sixth quark 

[10, 11]: top (or truth as it is sometimes referred to). No more quarks have been 

discovered to date and, for aesthetic reasons to be described in chapter 2, physicists 

believe that the top quark was the last quark left to be discovered. 

Even if there are no new quarks to discover, there is still much work to do to 

understand how the known quarks behave. Quarks are notoriously difficult to study 

as they never appear in isolation. For reasons described in chapter 2, quarks are 

found only in composite objects called hadrons. Discerning the behaviour of quarks 

from the behaviour of hadrons is not always straightforward. 

\Vhen hadrons containing beauty quarks decay, they almost always decay to 

hadrons containing charm quarks. This thesis studies the inclusive production of 

charmed hadrons in beauty hadron decays. In particular, the goal of this thesis is to 

measure how often a beauty hadron decays to two charmed hadrons: Br(b --+ DDX). 

From this measurement, one can calculate the average number of charmed quarks 

produced in the decay of a beauty quark: nc· Determining Br(b--+ DDX) and nc 

experimentally provides a test of our theoretical understanding of how heavy quarks 

and hadrons behave. 

Chapter 2 of this thesis reviews the constituents of matter and the interactions 

between them, as described by the Standard Model of particle physics. Some details 

of the physics of beauty quarks are also discussed. Chapter 3 provides an overview of 

the particle accelerators and detector which produced the data used for this thesis. 

A description of the real and simulated data sets is given in chapter 4. The method 



3 

used to measure Br(b --t DDX) is outlined in chapter 5. Following that, the results 

of this analysis are presented in chapter 6. A detailed discussion of the systematic 

uncertainties of Br(b --t DDX) is provided in chapter 7, and in the final two chapters, 

a discussion about the results and the conclusions of this thesis are presented. 



Chapter 2 

The Standard Model and Heavy 

Quark Physics 

2.1 Standard Model 

The widely accepted and thoroughly tested model that has successfully described the 

physics of elementary particles for over 30 years is the Standard .:Vlodel of particle 

physics (or Standard Model for short) [12-16]. This model describes the weak, 

electromagnetic and strong interactions between the known elementary particles1
. 

A brief description of the Standard :\ilodel is given in the following two sections. 

Section 2.1.1 provides a summary of the elementary constituents of matter; section 

2.1.2 describes the forces between these particles. 

2.1.1 Constituents of matter 

In the Standard Model, all the elementary constituents of matter are spin 1/2 par­

ticles. These fermions are divided into the leptons and the quarks. Quarks undergo 

1 In most particle physics interactions, gravity is too weak a force to be of interest. 

4 



2.1 Standard Model 

strong interactions while leptons do not. As mentioned in the introductory chapter, 

quarks can exist only in composite particles: hadrons. The two types of hadrons are 

mesons (bound states of a quark and an anti-quark2 ) and baryons (bound states of 

three quarks, or three anti-quarks for anti-baryons). The quarks come in two types: 

"up-type" and "down-type". The up-type quarks (up, charm, top) have an electric 

charge that is +2/3 the charge of an electron (qe), and the down-type quarks (down, 

strange, beauty) possess -qe/3 electric charge. The quarks can be arranged into 

three doublets so that the two lightest types (or "flavours") of quarks, up (u) and 

down ( d), are paired together; charm ( c) and strange ( s) are paired together; and, 

the two heaviest flavours, top (t) and beauty (b), are paired together. 

(:) (:) (:) (2.1) 

The leptons also can be divided into two types: electrically charged and neutral. 

From lightest to heaviest, the electrically charged leptons are the electron ( e-), the 

muon (µ-), and the tau (T-). All the charged leptons behave the same way, except 

the heavier µ- and T- are unstable and decay via the weak force. The electrically 

neutral leptons are the neutrinos, v. The neutrinos experience the weak force only. 

Each neutrino belongs to a doublet with a corresponding charged lepton. The three 

2 An anti-quark is the anti-matter version of a quark. In the Standard Model, every matter 
particle has an anti-particle "twin" whose internal quantum numbers have signs that are opposite 
those of the particle. The process of changing a particle's internal quantum numbers to transform 
it into an anti-particle is called charge conjugation. In this thesis, discussions about any particle 
process apply also to the charge conjugated process, unless stated otherwise. 



2.1 Standard Model 6 

neutrinos are named after their charged partners in the doublets: Ve, vµ, Vr. 

(:J (::) ( :: ) (2.2) 

The Standard Model has the peculiar feature that the matter particles are di­

vided into three "generations". The first generation includes the lightest lepton and 

quark doublets. The second and third generations include the "mid-weight" and 

heaviest lepton and quark doublets, respectively. The second and third generations 

are near copies of the first generation; the heavier masses and short lifetimes of the 

second and third generations differentiate them from the first generation. There is 

currently no experimental evidence for quarks or leptons beyond the third genera­

tion. The aesthetic appeal of an equal number of generations of leptons and quarks 

leads physicists to believe that there are no heavier leptons or quarks. If a fourth 

generation quark exists, its mass must be at least 199 Ge V / c2 [17]. If a fourth gener­

ation charged lepton exists, its mass must be at least 94 Ge V / c2 [18]. Measurements 

at LEP of the width of the z0 resonance shovv that there are only three generations 

of light neutrinos [19]. If a stable fourth generation neutrino exists, the neutrino 

mass must be at least 45.0 GeV /c2 [20]. A brief summary of the properties of the 

matter particles in the Standard Model is given in table 2.1. 

2.1.2 Fundamental Interactions 

In the Standard Model, the description of the fundamental forces is provided by two 

separate theories: the electroweak theory of Glashow, Salam and ·Weinberg [12-14], 

and Quantum Chromodynamics (QCD) [15, 16]. The electroweak theory describes 

and unifies the electromagnetic and weak forces. QCD describes the strong force. In 
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particle mass lifetime electric charge 
(GeV/c2) (s) (qe) 

u rv0.003 00 2/3 
c 1.2±0.2 rv 3 X 10-13 2/3 
t 174.3±5.1 rv 5 X 10-25 2/3 

d rv0.007 00 -1/3 
s rv0.100 rv 9 X 10-ll -1/3 
b 4.25±0.25 rv 1.5 X 10-12 -1/3 

e - 5.llxl0-4 00 -1 
µ - 0.106 2.2x 10-5 -1 
T 

- 1.777 2.9x 10-13 -1 

Ve < 3 x 10-9 00 0 
Vµ < 1.9 x 10-4 00 0 
VT < 1.82 x 10-2 

00 0 

Table 2.1: The quarks and leptons of the Standard Model. The "lifetimes" of the 
quarks refer to the typical lifetimes of weakly decaying hadrons in which the noted 
quark is the heaviest quark. The upper limits for neutrino masses are given at a 
903 confidence level. Although non-zero neutrino masses have not been measured 
directly, recent evidence of atmospheric [21] and solar neutrino [22] flavour oscilla­
tions indicates that neutrinos possess some, albeit smalL mass. All of the particle 
properties \Vere obtained from reference [23]. 
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both of these theories, the forces are mediated by particles that are vector (spin = 

1) bosons. The electromagnetic interaction is mediated by the photon, 1; the weak 

interaction is mediated by the \i\T± and zo bosons; the strong force is mediated by 

the gluons, g. The photon and gluons are massless while thew± and z0 bosons are 

very massive (see table 2.2). 

Force mediating particle mass (GeV /c2
) 

electromagnetic photon (1) 0 
weak w± z0 

' 
80.4, 91.2 

strong gluons (g) 0 

Table 2.2: The force mediating particles of the Standard Model. 

Both electroweak theory and QCD are quantum field theories which obey the 

principle of local gauge invariance. A theory is said to be locally gauge invariant if 

the fields in the Lagrangian density, £, that describes the interaction, can be locally 

transformed (change gauges) without changing £. The changing of gauges is equiv-

alent to multiplying the fields in the Lagrangian density by a matrix. In order to 

construct Lagrangian densities that are locally gauge invariant under specific trans-

formations, the Lagrangian densities in QCD and the electroweak theory contain 

terms that represent vector bosons. These bosons are sometimes called vector gauge 

bosons because they are required in ,C to ensure local gauge invariance. Vector gauge 

bosons are responsible for the propagation of the forces in the Standard lVIodel. 

Both QCD and the electroweak theory are based on assumed symmetries of 

nature. The symmetry group describing the electroweak interaction is called 

SG(2)L0U(1) 3 . QCD is described by the colour SU(3) symmetry group. The elec-

3 These symmetry groups, Su(2)L and U(l), are represented by matrices. S stands for special 
(matrix is traceless) and U stands for unitary. The numbers in the brackets refer to the dimensions 
of the matrices. The L subscript stands for left and refers to the fact that only left-handed fermions 
experience the weak interaction. 



2.1 Standard Model 9 

troweak and QCD Langrangian densities are invariant under local transformations 

by their respective symmetry groups. In QCD, local gauge invariance requires the 

existence of eight vector gauge bosons: the massless gluons. 

In electroweak theory, local SU(2)L@U(l) gauge invariance requires the existence 

of four vector gauge bosons. In the theory, these bosons are initially massless but the 

\V± and zo acquire masses due to spontaneous breaking of the electroweak symmetry 

by a process called the Higgs mechanism [24-27]. An important consequence of 

electroweak symmetry breaking is that an electrically neutral, massive scalar boson 

must exist: the Higgs boson. Fermions that interact with the Higgs field obtain 

non-zero masses. The Higgs boson has not been discovered yet, but experimental 

results from LEP show that its mass is at least 114.l Ge V / c2 at 903 confidence 

level [28]. 

Weak interactions 

In the Standard Model, there are two types of weak interactions: those mediated 

by the z0 and those mediated by the w±. Interactions mediated by a z0 are called 

neutral current interactions and interactions mediated by a vv+ or \V- are called 

charged current interactions. Only left handed fermions and right handed anti-

fermions4 experience the weak force. The Feynman diagram shown in figure 2.1 

depicts a zo coupling to a left-handed fermion. The vertex factor for the coupling 

of a zo to a fermion is 

-igz f f -
--'"Vµ(c, - c "Y"). 2 I ~ A ' 

(2.3) 

4 Left handed fermions have their spins anti-aligned with their momentum vectors; right handed 
anti-fermions have their spins aligned with their momentum vectors. 
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f 

---------------------- ~ 

f 

Figure 2.1: Weak neutral current vertex. The fermion flavour is conserved. 

where /µ and ~t5 are matrices that give the interaction a vector ( /µ) and axial-vector 

( 1µ~t5) nature, ct is the vector coupling coefficient, c~ is the axial-vector coupling 

coefficient, and 9z is the neutral weak coupling constant. The coupling coefficients 

are determined by the type of fermion to which the z0 couples (see table 2.3). The 

neutral weak coupling constant is related to the electromagnetic, 9e, and charged 

weak, 9w, coupling constants by 

9e 
9z=-----

sin Bw cos Bw 
9w 

9z=--, 
COS (}w 

(2.4) 
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fermion cf v cf 
A 

u, c, t 1/2-( 4/3)sin2 Bw 1/2 
d, s, b -1/2+(2/3) sin2 Bw -1/2 

e-,µ-,T - -1/2+2sin2 Bw -1/2 
lie, llµ, l/7 1/2 1/2 

Table 2.3: Weak neutral current coupling coefficients, c~ and c~. The values of the 
coupling coefficients depend on the fermion, f, to which the zo couples. 

where Bw is a parameter of the electroweak theory called the weak mixing angle. The 

charged weak coupling constant, gw, is related to the Fermi weak coupling constant, 

G = j2 ( 9w )2 (n )3 
F 8 Ivlwc2 c ' 

(2.5) 

where 1\1w is the mass of thew± boson. An important property of the neutral weak 

interaction is that it does not change the flavour of fermions. 

In contrast to the neutral weak interaction, the charged weak interaction does 

change the flavour of fermions. Charged vveak interactions change up-type quarks 

to down-type quarks (and vice versa), and charged leptons to neutrinos (and vice 

versa). Figure 2.2 shows the Feynman diagram for a charged weak interaction vertex. 

The vertex factor for the coupling of a w± to a fermion is similar to the vertex factor 

for a z0 , but the coupling coefficients for the vector and axial-vector portions of the 

charged interaction are the same: 

-igw µ(l 5)V 
2
)2 I - I fdr (2.6) 

The value of Vfdi depends on what kind of fermion, ff, is produced after the original 
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---------------------- w· 

Figure 2.2: ·weak charged current interaction of \'1'± with a fermion. The interaction 
changes the flavour of the fermion. 

fermion, li' interacts with the vv±. If Ji is a charged lepton, then ff is the associated 

neutrino; so for leptons, Vlv1 = Vv11 = 1 and Vl'vi = Vv111 = 0. If Ji and ff are quarks 

though, the picture is slightly more complicated. 

As previously mentioned, the charged weak current changes up-type quarks 

to down-type quarks (and vice versa). As a result, there are nine different V~;q1 
("\l~;q1 = Vq1qJ· The 3x3 matrix that consists of the nine Vq;q1 is called the Cabibbo­

Kobayashi-Maskawa (CKM) matrix [29, 30]. This matrix parameterizes the relative 

probability for different quark flavour-changing processes in charged weak interac-
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tions. Neglecting kinematic factors, 

p ( q -+ q') ( Vqq' ) 2 

p ( q -+ q") ex: Vqq" 
(2.7) 

Because any up-type quark can change into any down-type quark, one can re-write 

the quark doublets originally shown in equation 2.1 as 

(2.8) 

where the charged weak interaction down-type quarks, d', s', b', are related to the 

physical quarks, d, s, b, by 

d' d 

s' s (2.9) 

b' b 

The "L" subscripts on the quark doublets in equation 2.8 denote the fact that 

only left-handed fermions participate in weak charged current interactions. So, the 

charged weak interaction transforms the up-type quark of each doublet in equation 

2.8 to its "primed" down-type partner. In the same way, the charged weak interaction 

transforms the charged lepton of each lepton doublet (equation 2.2) to its neutrino 

partner in the doublet. Lepton flavour is conserved in charged weak interactions 

though; for example, an e- can transform only to a Ve in a charged weak interaction. 

Both the neutral and charged weak interactions are of great importance to this 

thesis. The neutral weak interaction is important because the centre of mass energy 

of the e+e- annihilations at LEP was equal to the mass of the particle responsible 
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for the neutral weak interaction, the zo boson. As a result, the cross section for 

e+e- annihilation at LEP was very large. Figure 2.3 shows the cross-section for 

e+ e- annihilation to hadrons as a function of centre of mass energy. The zo bosons 

that are produced in these annihilations decay to bb approximately 163 of the time. 

The b and b combine with other quarks and anti-quarks to form beauty hadrons5 

which ultimately decay via charged weak interactions. The virtual w·± emitted in 

charged weak decays produce either a charged lepton and a neutrino or an up-type 

quark and a down-type anti-quark. The purpose of this thesis is to determine how 

often the virtual w± produces an anti-charm quark (in addition to the charm quark 

that is usually produced when the beauty quark emits the virtual vV±). 

Strong Interactions 

Quantum Chromodynamics is the theory that describes the strong interaction in the 

Standard Model. In QCD, quarks interact with each other through the exchange 

of gl uons. Each quark possesses one of three colour charges (red, blue, green). In­

teraction with a gluon changes the colour charge of a quark. In order to conserve 

colour at strong interaction vertices, gluons carry colour and anti-colour. Figure 

2.4 shows the Feynman diagram for a quark interacting '>Yith a gluon. In QCD, 

gluons can also interact with other gluons. An important consequence of this gluon 

self-interaction is that as the separation between quarks increases (or momentum 

transfer, q, decreases), the attractive force between the quarks increases. The at­

tractive force increases because the strong coupling "constant", O'.s, increases as the 

momentum transfer of the reaction decreases. For this reason, a 5 is referred to as a 

5See section 4.2.l for a description of the hadronization process. 
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Figure 2.3: Hadronic cross-section for electron-positron annihilation as a function 
of centre of mass energy (JS) [31]. The data point at JS = 58 Ge V was measured 
by the TOPAZ collaboration at the TRISTAN electron-positron collider [32]. The 
variable VS'TS represents the fraction of the summed beam energies measured by 
the detectors; the cut VS'TS > 0.85 rejects events in which the electron or positron 
radiated a hard photon before annihilation (changing the centre of mass energy of 
the annihilation). For high energy electron-positron annihilations (> 15 GeV), the 
hadronic and bb cross sections are maximized when JS= mzo. 



2.1 Standard Model 16 

g red anti-blue 

qred 

Figure 2.4: Strong interaction vertex: quark coupling to a gluon. A red quark emits 
a red anti-blue gluon. The quark is blue afterward. 

"running" coupling constant. Its dependence on the q2 of an interaction is given by 

2 12ri 
as(lq I) = (lln - 2!) ln(fq2f/A~cD) (2.10) 

where n is the number of colours in QCD (n=3), f is the number of quark flavours 

in the Standard Model that are kinematically accessible, and AQcD is a parameter 

that also depends on the number of quarks that are kinematically accessible. For 

strong interactions at the zo resonance (5 quark flavours accessible), AQcD = 216~~~ 

Me V [23]. The running of a 8 results from colour anti-screening of the quark's colour 

charge by virtual gluon loops. Since a 5 gets larger as quarks get farther apart, quarks 

are confined to be in hadrons with other quarks or anti-quarks. Because the coupling 
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between quarks and/ or gluons gets very large at small q2 , perturbation theory (which 

is used for calculations involving the weak and electromagnetic forces) is not valid 

for calculating strong interactions at small q2 . As a result, it is very challenging to 

understand soft interactions between quarks and gluons. 

2.2 Heavy quark physics 

In the remainder of this chapter, various pertinent aspects of the physics of charm 

and beauty quarks are discussed. The production and detection of beauty quarks 

is outlined in section 2.2.1. The most successful theory to date for describing the 

decays of hadrons containing heavy quarks, Heavy Quark Effective Theory (HQET), 

is briefly summarized in section 2.2.2. Finally, in section 2.2.3, the importance of 

charm quark/hadron counting in beauty quark/hadron decays is discussed. 

2.2.1 Production and detection of heavy quarks 

Heavy quarks are produced either in colliding beam or fixed target experiments. 

Although the beauty quark was discovered at a fixed target experiment at Fermilab, 

colliding beam experiments have produced almost all of the advances in beauty quark 

physics in the last 20 years. Electron-positron colliding beam experiments have 

been particularly successful at making precision measurements of the properties of 

hadrons containing beauty quarks. This success is largely due to the experimentally 

clean environment in which the beauty hadrons are produced. The two most fruitful 

centre of mass energies for b physics in electron-positron annihilations have been 

at the Y(4S) and zo resonances. The 1(48) resonance (10.58 GeV) decays almost 
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exclusively to B+B- or B0i3° mesons6 that have very little momentum in the rest 

frame of the 1(4S). lVIany precision b physics measurements have been produced by 

experiments at the Cornell electron-positron storage ring ( CESR), running at the 

Y( 4S) in Ithaca, New York. The electron and positron beams have the same energy 

at CESR. Recently, the first measurements of CP violation in B decays have been 

made at two asymmetric colliding beam experiments running at the 1(4S): BELLE, 

at KEK in Japan [33], and BABAR at SLAC [34). 

Both the Large Electron Positron (LEP) collider near Geneva, Switzerland and 

the Stanford Linear Collider (SLC) at SLAC had successful b physics programs run­

ning at the zo resonance. As previously mentioned, zo bosons decay to a bb pair 

16% of the time. The b hadrons that are produced in z0 decays possess a large 

amount of energy so travel at high velocity before decaying. Because of their rel­

ativistic velocities, the b hadrons experience time dilation (! :::::::: 7.5) so travel a 

mean distance of 3 mm in the lab frame before decaying, even though the average b 

hadron lifetime is approximately 1.5x10-12 seconds. The significant separation be-

tween the decay points of the b hadrons and the interaction point makes it possible 

to identify zo --+ bb events with high efficiency and purity. Good charged parti-

cle tracking resolution is important for identifying b hadron decay points separated 

from the interaction point. In b physics analyses, events are usually divided into two 

hemispheres or two "jets" of particles; if one hemisphere/jet is identified ("tagged") 

as containing a b hadron, then the opposite hemisphere/jet is analyzed. By doing 

this, a relatively unbiased sample of b decays is obtained. The copious production 

6 Unfortunately there is no universal nomenclature for heavy quark physics. In this thesis, the 
names of the individual hadrons containing b or c quarks are the standard ones used by the Particle 
Data Group [23]. Beauty (charm) quarks are referred to by the letter b (c) in italics, "b" ("c"); the 
B±, B0 , and :8° mesons produced in Y ( 4S) decays are collectively referred to as "B mesons"; the 
different beauty hadrons produced in zo decays are collectively referred to as "b hadrons". The 
charmed hadrons (including baryons) produced in b hadron decays are collectively referred to as 
D hadrons. 
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of b hadrons, long decay lengths, and efficient b tagging made the z0 resonance an 

excellent environment for studying b physics. Many properties of b hadrons, includ­

ing the properties measured for this analysis, have been measured most precisely at 

LEP and SLC. These precise measurements have provided stringent tests of Heavy 

Quark Effective Theory's abiltity to predict the properties of hadrons containing 

heavy quarks. 

2.2.2 Heavy Quark Effective Theory 

Beauty hadrons undergo weak decays to three categories of final states: leptonic, 

semi-leptonic, and hadronic. The tree-level Feynman diagrams showing these pro­

cesses are depicted in figure 2.5. Leptonic decays are the least difficult to understand 

theoretically as the only strong interactions are between the q and if. in the initial 

state. Semi-leptonic and hadronic decays are more difficult to understand as there 

is at least one strongly interacting hadron in the final state. Hadronic decays are 

particularly difficult to understand as the two (or more) hadrons in the final state 

can interact with each other via the strong force. These strong interactions can occur 

at momentum transfers where perturbation theory is not valid so the interactions 

are notoriously difficult to calculate. Fortunately, recent theoretical advances have 

been made in our understanding of interactions involving heavy quarks [35]. Heavy 

Quark Effective Theory has enabled the calculation of many of the properties of 

heavy hadrons, including the quantity that is measured for this thesis. 

Heavy Quark Effective Theory (HQET) provides a systematic method for calcu­

lating the properties of hadrons containing heavy quarks. HQET is based on the idea 

of Heavy Quark Symmetry (HQS): according to HQS, the mass of the heavy quark 

in a hadron can be approximated as being infinite. In this limit, the light anti-quark 
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Figure 2.5: Feynman diagrams of weak decays of b hadrons. Diagram (a) shmvs the 
leptonic decay of a B+ meson (bu bound state). Diagram (b) shows the semi-leptonic 
decay of a B+. Diagram (c) shows the hadronic decay of a B+. 

or quarks that accompany the heavy quark in a hadron do not "see" the quantum 

numbers of the heavy quark. As a result, the properties of heavy hadrons are largely 

determined by the properties of the light quarks. The light quarks do not see the 

quantum numbers of the heavy quark because of the difference in energy/ mass scales 

in the hadron: the soft gluons that bind the quarks together have vvavelengths on 

the order of 1/AQcD, while the heavy quark's Compton wavelength -+ 0 as its mass 

-+ oo. The light quark experiences the colour field of the heavy quark but is blind 

to its other properties: changes in the quantum numbers of the heavy quark (e.g. 
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spin alignment or flavour) do not change the properties of the heavy hadrons to first 

order. Of course, the masses of the b and c quarks are not infinite so the first order 

calculations must be corrected for the finite quark masses. This is where HQET 

comes in. HQET provides a systematic way of accounting for the masses of the 

quarks. Expressions for various heavy hadron properties are written as summations 

of terms containing inverse powers of the heavy quark masses. 

HQET is especially useful for calculating the properties of inclusive heavy hadron 

decays. The inclusive decay rate of a heavy hadron, b, to a final state, f, is given 

by 

f (b ~ j) = F ~ c{ + ~ + . . . , c2 ms { cf } 

1927r mb 
(2.11) 

·where G F is the Fermi coupling constant, and c{ are constants that are calculated 

using HQET and depend on the final state f. As mb ~ oo, the 1/m;;i corrections 

~ 0. Inclusive calculations are generally more reliable than calculations involving 

exclusive final states as much of the complicated hadronic physics (e.g. final state 

interactions) can be ignored if one assumes quark-hadron duality. Quark-hadron 

duality assumes that the quantum numbers (e.g. flavour) of the final state hadrons 

are the same as the quantum numbers of the final state quarks. The measurement 

performed for this thesis is an inclusive measurement of the production of charm 

quarks in beauty quark decays. This quantity is measured using final state hadrons, 

so quark-hadron duality is assumed. 

2.2.3 Charm counting and Br(b --+ DDX) 

Studying the decays of b hadrons allows important tests of the Standard Model 

and HQET to be made. One such test is whether the observed number of charmed 
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hadrons produced in b hadron decays is consistent with theoretical expectations. 

A similar test that does not involve hadronic complications is whether the average 

number of c and c quarks produced in the decays of b quarks, nc, is consistent with 

theory. One can determine nc experimentally by measuring the various "topological" 

branching ratios of b hadrons and summing up the different contributions. One way 

to write nc in terms of some of these topological branching ratios is 

nc = 1 + Br(b-+ DDX) + Br(b-+ charmonium) - Br(b-+ no charm). (2.12) 

This analysis measures the inclusive branching ratio of b hadrons to two charmed 

hadrons, Br(b-+ DDX), and combines this number with previous measurements of 

Br(b-+ charmonium) (= (2.4 ± 0.3)% [36]) and Br(b-+ no charm) (= (0.7 ± 2.1)% 

[37]) to obtain nc· Using HQET, Neubert et al. calculate nc = 1.20± 0.06 [38]. The 

theoretical prediction for nc is currently limited by uncertainty in the ratio of the 

charm and beauty quark masses (0.25 < mc/mb < 0.33). 

Besides being interesting in their own right, Br(b -+ DDX) and nc are correlated 

to the semi-leptonic b hadron branching ratio: 

Br(b-+ £vX) = f totat - f hadronic - fteptonic' 

f total 
(2.13) 

where f total is the total b decay width, fteptonic is the width to final states containing 

only leptons (e.g. B+ -+ r+vT ), and rhadronic is the width for b decays to final 

states including only hadrons. The semileptonic b hadron branching ratio has been 

measured with high precision by CLEO [39] and the four LEP experiments [40-43]. 

The current combined values for Br(b-+ .£vX) = (10.73 ± 0.18)% at the z0 (LEP) 

[44] and Br(b-+ .£vX) = (10.45 ± 0.21)% at the 1(4S) (CLEO) [39] are slightly lower 
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than expected by precise theoretical predictions [38, 45, 46]7. If any component of 

the hadronic width (e.g. b -t no charm orb -t DDX) is larger than expected, then 

the measured Br(b -t fvX) will be in better agreement with theoretical predictions. 

Various models incorporating new physics beyond the Standard Model predict a 

larger charmless b decay width by increasing the b -t sg [47] or b -t S/ [48] rates. 

The possibility that a large charmless width is responsible for the discrepancy is 

unlikely though, as recent experimental results from LEP [49, 50], CLEO [51] and 

BELLE [52] have set tight limits on these charmless decays. If the b -t ccs rate 

(mainly b -t DDX) is larger than expected, this too can reconcile the experimental 

Br(b -t £vX) results with theory [38, 53-56]. 

Previous analyses measuring nc at the Y ( 48) and zo resonances have either 

reconstructed exclusive final state D hadrons [57-60] or used more inclusive tech­

niques [37, 61]. The only inclusive analysis for charm counting published to date is 

by the DELPHI collaboration [37]. The DELPHI analysis uses the joint probability 

variable to determine the fractions of different b hadron decay modes and back-

grounds present in their data. The SLD collaboration has also measured nc using 

an inclusive technique that takes advantage of the excellent vertex reconstruction 

abilities of their detector [61]. The analysis presented in this thesis makes the first 

inclusive measurement of Br(b -t DDX) and nc using data collected by the OPAL 

detector. This analysis uses a technique similar to the one employed by DELPHI; 

the joint probability variable is used to discriminate amongst the different b decay 

topologies. 

The joint probability is a measure of the separation between the e+e- interaction 

point and an ensemble of charged particles (which produce tracks in the OPAL 

7 All of these theoretical predictions for Br(b--+ CvX) are inconsistent with the experimental 
values except the prediction of Neubert et al. [38]. 
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detector). Large joint probability means the tracks in an ensemble appear to have 

originated at the interaction point; small joint probability means the tracks appear 

to have originated far from the interaction point. The finite lifetimes of the weakly 

decaying D hadrons produced in b hadron decays are used to separate double charm 

b decays from the dominant single charm b decays. The long lifetime of the D 

hadrons means that single charm b hadron decays will tend to have larger joint 

probabilities than double charm b hadron decays. 



Chapter 3 

The LEP Collider and the OPAL 

Detector 

3.1 The LEP Collider 

The Large Electron Positron (LEP) Collider at the European Laboratory for Particle 

Physics (CERN) near Geneva, Switzerland collided beams of electrons and positrons 

at high energy from May 1989 to November 2000. From 1989 to 1995, the centre 

of mass energy, y's, of the electron-positron collisions was at or near the mass of 

the zo boson. From 1995 to 2000, the energy of the beams was increased in order 

to produce pairs of vv± and zo bosons and also to search for new particles. The 

LEP collider was removed from the LEP tunnel after 2000 to make way for the 

construction of the Large Hadron Collider. The following sections describe the LEP 

collider from 1993 to 1995 as the data used for this analysis were collected during 

these years at Vs = mzo. 

25 
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3.1.1 Production of e+ and e 

The electrons used in the LEP collider were obtained from a thermionic electron 

gun. A metal filament in the electron gun emitted electrons when heated by a high 

current. The emitted electrons were accelerated by a 200 Me V linear accelerator into 

a tungsten target. The 200 MeV electrons interacted with the target material to 

produce pairs of electrons and positrons. The positrons produced in the target and 

electrons produced by the electron gun were transferred by electric and magnetic 

fields to the next in a chain of accelerators that ended with the LEP collider. 

3.1.2 Acceleration of e+ and e 

After the tungsten target, the electrons and positrons underwent four stages of 

acceleration. A different accelerator was used for each stage of acceleration. A 

schematic view of the accelerator complex at CERN is shown in figure 3.1. The 

first stage of acceleration was provided by a 600 Me V linear accelerator. After being 

accelerated to 600 Me V, the electrons and positrons were transferred to the Electron 

Positron Accumulator (EPA). The 200 and 600 MeV linear accelerators (linacs) and 

the positron producing target are collectively called the LEP Injector Linac (LIL). 

The LIL ran at 100 Hz at low intensity (especially for the positrons) ·while the next 

stage of acceleration was at 10 Hz and required much higher particle intensities [62]. 

The EPA allowed the electron and positron bunch frequency to be reduced and the 

intensity to be increased before transfer to the next stage of acceleration. After 

accumulating in the EPA, the electrons and positrons vvere transferred to the CERN 

Proton Synchrotron (PS). The Proton Synchrotron accelerated the particles around 

its 630 m circumference to 3.5 Ge V before transferring them to the Super Proton 

Synchrotron (SPS). The 6.9 km circumference Super Proton Synchrotron provided 
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Figure 3.1: Schematic view of the accelerator complex at CERN. Only those ma­
chines that accelerated electrons and positrons are shown. The different accelerators 
are not drawn to scale. 
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the final stage of acceleration before injection into the LEP ring. The electrons and 

positrons entered the LEP ring at 20 GeV. 

The LEP collider was 26.6 km in circumference and was located underground at 

depths from 50 m to 150 m. The collider tunnel was dug at a 1.4% incline so that 

most of the tunnel and all of the experimental cavities could be located in solid rock. 

The LEP collider accelerated bunches of positrons and bunches of electrons from 20 

GeV to 45.6 GeV (or higher energies from fall 1995 to 2000). Each bunch contained 

approximately 1011 particles. For the period of data-taking relevant for this thesis, 

the LEP collider's radio-frequency (RF) acceleration was provided by 128 copper 

cavities. The RF cavities operated at 352.21 MHz and were powered by 16 klystrons 

providing 1 MW of power each. The peak voltage available for acceleration was 400 

MV per revolution. 

Once the beams were accelerated to collision energies, they still required power 

to maintain their energies because energy was lost due to synchrotron radiation. The 

rate of energy loss due to synchrotron radiation, P, for a positron or electron is 

( )

4 
2 4 E 1 

p = e f3 --2 2' 
mec p 

(3.1) 

where e is the electric charge of an electron, c is the speed of light in a vacuum, (3 is 

the particle's velocity divided by c, Eis the energy of the particle, me is the electron 

rest mass, and p is the particle's radius of curvature. 

At 45.6 Ge V, the electrons and positrons were travelling at essentially the speed 

of light so they circulated in the collider at approximately 11 kHz. During 1993 

and 1994 (1995), LEP operated with 8(4) bunches of positrons and 8(4) bunches 

of electrons so the rate at which the bunches crossed at 16(8) locations on the ring 

was 176(88) kHz. The electrons and positrons were brought into collision at four 
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equally separated locations on the LEP ring. At the other locations where the 

beams passed each other, the beam orbits were altered by electrostatic separators 

so that the beams did not interact. This was done to increase the useful lifetime of 

the beams. The bunch crossing rate at each of the four collision points was 88(44) 

kHz. A multi-purpose particle detector was located at each of these four locations. 

The data used in this thesis were collected by the OPAL detector. The other three 

detectors were ALEPH, DELPHI and L3. 

The length of time a set of 8 ( 4) bunches was circulated in the collider (called 

a ."fill") was determined by the rate at which the beam currents were reduced. 

Beam currents were reduced mainly by beam-beam bremsstrahlung and Compton 

scattering of the beam particles off thermal photons emitted by the beam pipe [63]. 

The duration of each fill was typically between six and twelve hours. After each fill, 

new bunches of electrons and positrons were injected into LEP. 

3.1.3 Collision of e+ and e 

To bring the beams into collision required excellent control over the orbits of the 

beams. Control of the beams' orbits was provided by electric and magnetic fields. 

The most basic requirement for the collider was to steer the beams through the 

evacuated beam pipe. The vacuum in the pipe was maintained at less than 10-10 Torr 

in order to minimize beam-gas interactions. The beams were bent around the LEP 

collider by 248 large sets of magnets [64]. Each set vrns composed of 12 0.1 T dipole 

bending magnets and several quadrupole, sextupole and octopole focussing magnets. 

The two quadrupoles in each set were arranged so that their poles were rotated by 

90° with respect to each other to provide "strong focussing" of the beams. Focussing 

reduced the cross-sectional area of the beams, thereby increasing the beam lifetimes 
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and increasing the luminosity, or intensity of the colliding beams, at the detectors. 

The sextupole magnets were used to make chromaticity corrections; chromaticity is 

the tendency of particles with different energies to have different focal lengths when 

focussed by magnets. The octopole magnets were used for further corrections to the 

focussing of the beams. ·rn addition to the aforementioned sets of focussing magnets, 

superconducting quadrupole magnets were located close to both ends of each of the 

four detectors to further squeeze the beam profiles to approximately 8 µm x 200 

µm in the vertical and horizontal directions. The bunches were approximately 1.8 

cm long. 

The luminosity of colliders, £, is governed by 

(3.2) 

where N1 and N2 are the numbers of particles in each of the electron and positron 

bunches, f is the frequency at which the bunches circulate in the collider, n is the 

number of positron or electron bunches (assuming an equal number of each) and A 

is the area of overlap between the two beams. As £ is inversely proportional to the 

cross-sectional area of the beams, reducing the beam profile increases the luminosity 

at the detectors. This also increases the interaction rate, 

R = !7.C, (3.3) 

where !J is the total cross section for interactions. The luminosity at LEP was 

approximately 2x1031 cm-2s- 1 for z0 running. 
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3.2 The OPAL Detector 

The Omni-Purpose Apparatus at LEP (OPAL) was one of four multi-purpose parti­

cle detectors at the LEP collider. Its objectives were to make precise measurements 

of Standard Model processes and parameters and to search for physics beyond the 

Standard Model. These objectives were met by constructing a nearly hermetic de­

tector capable of measuring many different properties of the neutral and charged 

particles produced in high energy electron-positron annihilations. The OPAL detec­

tor measured the trajectory, momentum, energy, time of flight, electric charge, and 

rate of energy loss for charged particles. For neutral particles other than neutrinos, 

the OPAL detector measured their direction and energy. Reliable particle identifica­

tion was achieved by combining information from different portions of the detector 

(particularly the rate of energy loss in the gaseous tracking system and the amount 

of energy deposited in the different sub-detectors). Due to the hermeticity of the 

detector and momentum conservation, it was also possible to determine the vector 

sum of the momenta of any neutrinos produced in an electron-positron annihilation. 

In order to measure these many different properties of particles produced in 

electron-positron annihilations, the OPAL detector was composed of many special­

ized sub-detectors. Each sub-detector was responsible for specific measurement 

tasks. A schematic view of the OPAL detector is shown in figure 3.2. The sub­

detectors that constituted OPAL will be described in the rest of this chapter, '''ith 

emphasis on the sub-detectors that are most important for this analysis: the sub­

detectors that make up the charged particle tracking system. Most of the details 

of the OPAL detector that are provided in this chapter were obtained from refer­

ence [65]. 
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Figure 3.2: Schematic view of the OPAL detector. The microvertex detector (or 
silicon vertex detector) is closest to the beam pipe. The gaseous tracking chambers 
are located outside the silicon vertex detector. The tracking chambers are inside 
the solenoid that produces an axial magnetic field in the tracking chambers. The 
barrel sections of the electromagnetic and hadronic calorimetry are located outside 
the solenoid. The endcap sections of the electromagnetic and hadronic calorimeters 
are located at either end of the the barrel. The outermost layer of the OPAL detector 
is the muon detection system. 
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3.2.1 Charged particle tracking system 

OPAL's charged particle tracking system consisted of gaseous tracking chambers and 

a silicon vertex detector. The trajectories of charged particles, "tracks", through 

the gaseous detectors were reconstructed by observing electrical signals produced in 

the gas that was ionized by the passage of charged particles. Under the influence of 

electric fields generated by high voltage wires in the tracking chambers, the ionization 

electrons drifted towards sense wires in the chambers. The ionization electrons 

underwent charge multiplication via the electron avalanches that occurred in the high 

electric fields close to the sense wires. The displacement of the resulting positive ions 

and electrons by the electric field induced a current in the sense wires. The locations 

of the wires and the drift times of the ionization charge were used to determine points 

in space where the ionizing charged particles had been. Once many space points are 

determined, the trajectory of the charged particle is estimated by the best fit of a 

helix to these points [66]. The trajectories were helical as the tracking system was 

in a 0.435 T axial magnetic field that was generated by the solenoid surrounding the 

tracking chambers. 

After a helical track is fitted in the gaseous tracking chambers, the track is ex­

trapolated back towards the silicon vertex detector to determine ·whether the track 

can be associated with any "hits" in this detector. Locations of energy deposition 

in the silicon vertex detector, hits, are tested for consistency with having been pro­

duced by the same charged particle that produced the track in the gaseous tracking 

chambers. Those tracks that have silicon detector hits associated to them are re-fit 

to re-determine their track parameters. The silicon detector had excellent position 

resolution so it improved the precision of the track parameters. In addition, hits 

in the silicon detector were very useful for resolving tracks that overlapped in the 
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gaseous tracking detectors. For a brief description of the OPAL track parameters 

and co-ordinate system, the reader is directed to Appendix A. 

Once the track fitting is completed, the electric charge, q, and momentum of the 

charged particle can be determined. The sign of q is determined by the direction the 

particle is deflected in the axial magnetic field, B, using 

ff= qv x B, (3.4) 

where ff is the Lorentz force on the particle, and iJ is the velocity of the particle. The 

momentum, p, of a particle is determined from two parameters of the fitted helical 

track: the dip angle, ,\, and p, the radius of curvature (in metres) of the particle in 

the r - </> plane. The momentum is related to these quantities by 

0.3pB 
p=-­

cos). ' 
(3.5) 

where B (in tesla) is the magnitude of the axial magnetic field. This equation 

assumes that the magnitude of the electric charge of the particle is equal to the 

magnitude of the charge of an electron. 

Silicon vertex detector 

The OPAL silicon vertex detector was the sub-detector that was closest to the 

beampipe. It is a vital sub-detector for this analysis as it helped to provide ex-

cellent track parameter resolution. The silicon vertex detector was first operational 

in 1991. In 1991 and 1992 it provided information only in the r - </> plane. In 1993 

the silicon vertex detector was upgraded to provide z information as well. The silicon 

detector was upgraded again in 1995 to improve its geometrical acceptance. Details 
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of the silicon detector will be provided for 1993 to 1995. The details about the silicon 

detector that are provided in this section were obtained from references [67-69]. 

The silicon detector was composed of many 3.3 cm x 6.0 cm wafers of sili­

con which were 250 µm thick. Charged particles that passed through the silicon 

deposited small amounts of energy through ionization. The ionization resulted in 

charge accumulating on the parallel thin conducting strips that were on the surface 

of the silicon. A voltage was applied across the wafer to facilitate charge collection 

on the conducting strips. Pairs of wafers were glued back-to-back so that the strips 

on one wafer were orthogonal to the strips on the other wafer. The strips on one 

wafer gave ¢ information, and the strips on the other wafer gave z information. 

The third co-ordinate, r, was determined by the radial separation between the hit 

location on the silicon wafer and the beam line. The conducting strips on the silicon 

were 25 µm apart. The wafers that measured ¢ had every second strip capacitively­

coupled to a readout aluminum strip. The wafers that measured z had every fourth 

strip capacitively-coupled to a readout strip. There were 30,325 readout strips in 

1993-1994. 

Charge produced by the passage of a single ionizing particle was measured by 

many adjacent readout strips. This means that the best estimate of the hit location 

of the particle is determined by using information from all the adjacent readout 

strips that measured current significantly above background. A weighted mean of 

the locations of the readout strips with significant current provides an estimate of 

the track location that is much more precise than the 50(100) µm readout strip pitch; 

the spatial resolution obtained with this method is 5(13) µm for minimum ionizing 

particles at normal incidence to the silicon. The mean of the locations is weighted 

by the pulse heights from each of the readout strips. 

The silicon detector was arranged in two approximately cylindrical layers located 
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Figure 3.3: The OPAL silicon vertex detector during installation around the beam 
pipe. Several of the ladders of the outer layer of the detector are visible. The three 
wafers in each ladder are clearly visible, as are the readout electronics on the left 
side of the ladders. 

very close to the beam pipe. The inner layer was located at a radius of 6.1 cm. The 

outer layer was located at 7.5 cm. The inner layer was made out of 11 rows (or 

"ladders") of silicon wafers ( 12 ladders in 1995). The outer layer was made out of 

14 ladders (15 ladders in 1995). In both the inner and outer layers, the ladders were 

composed of 3 back-to-back pairs of vvafers attached end to end. Figure 3.3 shows 

the silicon vertex detector during installation around the beam pipe. The maximum 

I cos Bl acceptance was 0.83 for the inner layer and 0.77 for the outer layer. The ¢> 

acceptance of each layer was not 1003 as there were narrow gaps between the active 

regions of the silicon wafers. The ¢> acceptance was improved in 199.5 by adding one 

extra ladder to each layer; this decreased the size of the gaps between the active 

regions of the wafers. Because of the non-uniform acceptance, the inner and outer 

ladders were arranged so that gaps between ladders did not line up with the beam 
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line. 

The intrinsic position resolution for 5 Ge V pions was measured to be 5 µm for the 

¢ wafers. For the z wafers, the resolution was 13 µm. In conjunction with the rest 

of the OPAL tracking system, the silicon detector helped to provide 18 µm impact 

parameter (do) resolution for di-lepton events. Tracks from hadronic zo decays with 

rcjJ and z hits in both the inner and outer layers of the silicon detector (the tracks 

used in this analysis) had a mean d0 resolution of approximately 80 µm. 

Vertex drift chamber 

The OPAL vertex chamber was a cylindrical precision drift chamber that was com­

posed of 36 axial and 36 stereo sectors. Charged particles passing through the 

vertex chamber ionized the gas mixture inside the chamber. By making precise 

measurements of the drift times of electrons resulting from this ionization, precise 

measurements of track rcjJ coordinates were made (55 µm resolution). The wires in 

the axial sectors were parallel to the beam line, while the wires in the stereo sectors 

made a 4° angle with the axial wires. The combination of hit information from the 

stereo and axial wires provided a reasonably precise measurement of the z coordi­

nates of tracks (700 µm resolution). A less precise but quicker measurement of z ( 4 

cm resolution) was also provided by measuring the time difference between signals 

received at either end of a hit axial wire. The less precise z information was used 

for the track trigger (see section 3.2.8). 

The vertex chamber was 1.00 m long and subtended polar angles from 18° to 

162°. The inner radius of the vertex chamber was 8.8 cm from the beam axis and 

the outer radius was at 23.5 cm. The vertex chamber, jet chamber and zed chambers 

were contained in a pressure vessel as the gas in these chambers was at 4 bar. The 

gas was maintained at high pressure in order to improve the resolution of ionization 
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energy loss measurements in the jet chamber. A thin aluminised mylar cylinder 

separated the gas mixture in the vertex chamber from the gas mixture in the jet 

chamber. The gas mixture in the vertex, jet and zed chambers was 88.2% argon, 

9.8% methane and 2.0% isobutane. Very small amounts of water vapour were also 

added to the gas mixture to increase the longevity of the chamber. 

Each axial sector consisted of one plane of anode wires with cathode planes on 

either side. Each anode plane was made up of 12 anode wires that were 5.83 mm 

apart. Between the anode wires were potential wires for field shaping purposes. 

The anode wires were staggered by 82 µm in order to determine from which side 

of the anode plane the ionization electrons had originated. The cathode wires were 

maintained at a negative voltage while the anode wires were kept at ground potential. 

The drift fields were typically 2 kV /cm. The stereo sectors were similar except they 

had six sense wires per anode plane and the stereo wires made a 4° angle with the 

axial wires. 

Jet chamber 

The jet chamber was the largest volume sub-detector in the charged particle track­

ing system of OPAL. Like most of the sub-detectors in OPAL it was cylindrically 

symmetric about the beam axis. It worked the same way as the vertex chamber 

except all the wires were parallel to the beam axis so precise measurements of the 

z coordinates of tracks were not available. Instead, a rough measurement of z ( 6 

cm resolution) was made by comparing the amount of charge collected at either end 

of a hit wire (charge division method). Since drift times in the jet chamber were 

longer than those in the vertex chamber, the precision with which the jet chamber 

measured the ref> coordinates of tracks (135 µm resolution) was not as good as the 

precision of the vertex chamber. 
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The jet chamber was 4 m long and its inner and outer radii were 0.25 m and 

1.85 m. The jet chamber subtended 98% of the solid angle for tracks with at least 

eight wire hits possible (11° ::; e ::; 169°). The chamber was divided into 24 sectors 

with one plane of 159 anode sense wires per sector. The anode sense wires were 

spaced 1.00 cm apart and were staggered by 200 µm. Potential wires at -2.38 kV 

were located in the anode plane between each sense wire. Between the anode planes, 

planes of high negative voltage (-25 kV to -2.5 kV) cathode wires constituted the 

boundaries between the jet chamber sectors. 

Besides measuring the tracks from charged particles, the jet chamber was vital 

also for particle identification. By measuring the rate of energy loss, dE / dx, and 

the momentum of charged particles, it is possible to distinguish between different 

charged particle species. The rate of energy loss by a charged particle is estimated 

by measuring the size of the induced electrical signal on each hit wire. Figure 3.4, 

a plot of dE / dx versus momentum, shows the separation between different charged 

particle species obtained by this method. 

Zed chambers 

The OPAL zed chambers were located just outside the jet chamber and inside the 

tracking system pressure vessel. The zed chambers made precise measurements of 

the z coordinates of tracks in the barrel portion of OPAL; the resolution was 100 

µm to 350 µm, depending on the track polar angle. For polar angles I cos e1 ::; 0. 72, 

the acceptance in ¢> was 94%. The zed chambers were drift chambers so worked 

in the same manner as the vertex and jet chambers. The main difference between 

the zed chambers and the other gaseous tracking chambers was the segmentation of 

the chambers and the geometry of the wires inside them. The zed chambers were 

composed of 24 rows of 8 rectangular drift chambers attached end to end. Each 
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Figure 3.4: Measured dE / dx as a function of momentum for tracks in hadronic and 
muon pair zo decays [70]. The smooth functions represent the expected dE / dx as a 
function of momentum for different charged particle species. The dE / dx resolution 
for muon pairs and minimum ionizing pions with at least 159 samples of dE / dx is 
indicated in the figure. 
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rectangular drift chamber cell was 50 cm x 50 cm and 5.9 cm thick. The plane of 

six anode sense wires in each cell was located in the x - y plane so that ionization 

electrons drifted in the z-direction. The sense wires were spaced 4 mm apart and 

were staggered by 500 µm. This allowed precise measurements of the z-coordinates 

of tracks to be made. Charge division was used to make a rough ¢ measurement for 

tracks (1.5 cm resolution). 

3.2.2 Magnet 

The 0.435 T axial magnetic field in the OPAL tracking system was produced by a 

solenoidal coil located just outside the tracking system pressure vessel. Measuring 

the curvature of charged particles in the magnetic field allowed the momentum and 

sign of the electric charge of charged particles to be determined (see section 3.2.1). 

In order to minimize the number of radiation lengths in the detector before the 

calorimeters, the coil was self-supporting and composed of aluminum and glass epoxy. 

The return yoke for the magnetic field was located just outside the electromagnetic 

calorimeter, 3.39 m to 4.39 m from the beam axis. The yoke was made of 10 cm thick 

soft steel plates that had the gaps between them instrumented to provide hadron 

calorimetry. 

3.2.3 Time of flight detectors 

Before 1996, time of flight (TOF) detectors were located only in the barrel region 

of the detector; in 1996 endcap TOF detectors were added to OPAL. The barrel 

TOF detector was composed of one hundred and sixty 684 cm x 9 cm panels. The 

panels were located at a mean radius of 2.36 m so covered the polar angle range 

I cos Bl ::; 0.82. The TOF detectors measured the length of time it took a charged 
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particle to travel from the interaction point to the TOF detectors. The time of flight 

information was used for trigger purposes and also for particle identification for low 

energy (0.6 to 2.5 GeV) particles. The TOF detectors were made out of scintillator 

material, so they detected the passage of a charged particle by the scintillation light 

it produced. The scintillation light propagated through plexiglass light guides that 

were glued to the ends of the scintillator panels. The light guides were coupled to 

photomultiplier tubes which detected the scintillation photons. 

3.2.4 Electromagnetic calorimetry 

The electromagnetic (EM) calorimeter was composed of 11,704 high density lead 

glass blocks coupled to light detection devices. High energy particles that entered 

the EM calorimeter initiated electromagnetic showers that produced Cerenkov pho­

tons in the glass. The sides and front (side closest to the interaction point) of the 

glass blocks were covered with reflective aluminum to increase the number of photons 

reaching the backs of the blocks where the photons were detected. In the barrel por­

tion of the EM calorimeter, the photon detection was performed by photomultiplier 

tubes optically coupled to the blocks. In the endcap portion of the EM calorime­

ter, the light detection was performed by vacuum photo triodes which are capable 

of functioning in high magnetic fields. The amount of light measured by the light 

detectors is proportional to the amount of energy that was deposited in the blocks. 

There were approximately 24.6(22) radiation lengths of material between the in­

teraction point and the outside of the barrel( endcap) portion of the EM calorimeter. 

This ensured that electromagnetic showers were almost always fully contained in 

the EM calorimeter. Hadrons that passed through the electromagnetic calorimeter 

usually started to shower (i.e. deposit energy) in the glass blocks too; however, 
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most of a hadron's energy was deposited in the hadron calorimeter outside the elec­

tromagnetic calorimeter. The intrinsic energy resolution for electrons and photons 

was 0.2% + 6.3%/VE for the barrel and 53/VE for the endcaps, where E was the 

energy of the particle in Ge V. 

The EM barrel calorimeter was composed of 9,440 lead glass blocks (radiation 

length = 1.50 cm) that were aligned to point close to the interaction point. The lead 

glass blocks in the barrel were 10 cm x 10 cm and 37 cm deep. The EM barrel had 

polar angle polar angle coverage for I cos Bl :::; 0.81. The EM endcap calorimeter was 

composed of 2,264 blocks (radiation length = 2.51 cm) that were aligned parallel to 

the beam line. These blocks were 9.2 cm x 9.2 cm and 52 cm deep. The EM endcap 

provided polar angle coverage from 0.81 :::; I cos Bl :::; 0.98. 

Electromagnetic showers tended to start before the glass blocks of the EM 

calorimeter as there were approximately two radiation lengths of material between 

the interaction point and the EM calorimeter. As a result, pre-sampling devices 

were used for both the barrel and endcap regions. These detectors estimated the 

amount of energy lost by an electromagnetic shower before the lead glass blocks. 

The pre-sampling detectors estimated the amount of energy lost by measuring the 

number of charged particles passing through the detectors. The resolution of electro­

magnetic energy measurements was improved by including information from these 

devices. The precise location of an electromagnetic shower was also measured by the 

pre-sampling detectors. In the barrel region, the pre-sampling detector was located 

immediately in front of the glass blocks and was composed of two cylindrical layers 

of drift tubes. The endcap pre-sampler was also located immediately in front of the 

glass blocks and was composed of multiwire proportional chambers. 
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3.2.5 Hadronic calorimetry 

The hadronic calorimeter was divided into three sections: barrel, endcaps and pole­

tips. The barrel covered I cos e1 :S 0.81; the endcaps covered 0.81 :S I cos e1 :S 0.91; 

the pole-tips covered 0.91 :S I cos Bl :S 0.99. Combined, the three sections of the 

hadronic calorimeter subtended 973 of the solid angle. 

As mentioned in section 3.2.2, the hadronic calorimeter made use of the steel 

magnetic field yoke by instrumenting the gaps between the layers of steel. The 

steel acted as an absorber for this sampling calorimeter. The hadronic calorimeter 

provided 4.0 or more interaction lengths of material so almost all hadronic show­

ers were fully contained. In the barrel and the endcap portions of the calorimeter, 

the gaps were instrumented with limited streamer tubes. The gaps in the pole­

tips were instrumented with multiwire proportional chambers. The gas mixtures 

were 753 isobutane and 253 argon in the streamer tubes, and 453 n-pentane and 

553 carbon dioxide in the multiwire proportional chambers. Charged particles in 

the hadronic showers ionized the gas in the detectors, after which, the liberated 

charge was detected by readout strips and pads in the detectors. The amount of 

charge detected was roughly proportional to the energy of the hadronic shower. To 

improve the energy resolution, a correction is made to account for the amount of 

energy deposited by hadronic showers in the E~I calorimeter. There were approx­

imately 2 .2 interaction lengths of material (mostly in the EM calorimeter) before 

the hadronic calorimeter, so most hadronic showers started before they reached the 

hadronic calorimeter. After correcting for this, the energy resolution for the hadronic 

calorimeter was approximately 1203/VE, where Eis the hadron energy in GeV. 
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3.2.6 Muon detectors 

The muon detectors were the outermost sub-detector of OPAL. Besides neutrinos, 

the only particles that usually passed through the hadronic calorimeter without 

stopping were muons. Muons are identified by associating hits in the muon detectors 

to tracks in the central tracking chamber; for a muon candidate to be accepted, the 

alignment of the muon detector hits and a track in the central tracking chamber must 

be consistent with the amount of multiple coulomb scattering expected from a muon. 

As there were typically 8 interaction lengths of material between the interaction point 

and the muon detectors, the probability to mis-identify a pion as a muon was less 

than 1 %, while the efficiency to detect muons over 3 Ge V was virtually 100%. 

The muon detectors were divided into two sections: the barrel and the endcaps. 

The barrel muon detector was composed of four layers of long drift chambers ar­

ranged cylindrically around the barrel hadronic calorimeter. The drift chambers 

contained anode wires that ran parallel to the beam line, so the drift time to an 

anode wire provided a precise measurement of the </>coordinate of a muon (1.5 mm 

resolution). Cathode pads were located on the inside of the chamber walls; induced 

charge on these pads was combined with charge division and time difference infor­

mation from both ends of the anode wires to make precise measurements of the 

z coordinates of muons (2 mm resolution). The barrel drift chambers contained a 

gas mixture composed of 90% argon and 103 ethane. The muon barrel detectors 

covered I cos e1 ::; o. 12. 

The muon endcap detectors were composed of four layers of limited streamer 

tubes. The high voltage anode wires in two of the layers were horizontal while 

the anode wires in the other two layers were vertical. The location of a hit in 

an endcap muon layer was determined by measuring the induced charge (resulting 
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from ionization in a limited streamer tube) on conducting strips on both sides of a 

layer. The strips on either side of a layer were orthogonal so that x and y muon 

hit coordinates could be determined from a single layer. The spatial resolution of 

a muon hit was approximately 1 mm. The muon endcap detectors were filled with 

a gas mixture of 753 isobutane and 253 argon. For most of the azimuthal angle 

(there were small gaps for cables from the inner detector and for supports for the 

magnet), the polar angle acceptance was 0.67::; J cos e1 ::; 0.98. 

3.2.7 Forward detectors 

The forward detectors were responsible for detecting particles whose trajectories 

were very close to the beam pipe. They were installed to improve the hermeticity of 

the OPAL detector and to determine the luminosity at the OPAL interaction point. 

The luminosity was measured by counting electrons and positrons scattered at small 

polar angles (Bhabha electrons). Several different sub-detectors made up the forward 

detectors: a silicon tungsten precision calorimeter (for luminosity measurements), 

particle trackers and high energy photon detectors. 

3.2.8 Trigger, data acquisition and data recording 

Depending on the year of data taking (see section 3.1.2), an electron-positron bunch 

crossing occurred in the OPAL detector every 11 or 22 µs. However, it took ap­

proximately 20 ms to read out all the data from all the sub-detectors. This meant 

that data from every bunch crossing could not be read out. Instead, for each bunch 

crossing, a quick decision ( < 11 µs) had to be made to determine ·whether an inter­

action had occurred that was worth reading out and recording. The decision to read 

out the data from a bunch crossing was performed by the OPAL trigger. 
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A small fraction of the data collected by the sub-detectors during a bunch crossing 

was sent to the OPAL trigger. The trigger combined data from the track trigger unit 

(dedicated hardware that combined limited hit information from the vertex and jet 

chambers), the time of flight detector, the EM calorimeter, the hadron calorimeter, 

the muon detector, and the forward detectors in the central trigger logic to decide 

whether to read out an event. Events were read out if the trigger received positive 

"stand alone" trigger inputs or if there existed spatially correlated signals from 

different sub-detectors. Trigger information from the different OPAL sub-detectors 

was divided into 6 x 24 bins in e and ¢ respectively. The "stand alone" trigger 

conditions were generally met if there were 2:2 tracks, or if a significant amount of 

energy was deposited in the sub-detectors. 

The data that each of the sub-detectors collected was initially buffered on its 

own local system crate (LSC). If one of the trigger conditions was satisfied then the 

(global) trigger unit signalled the sub-detector LSCs to process their data more, in 

preparation for data acquisition. After the "frond end" processing was completed in 

the LSCs, the data from the different sub-detectors were transferred to the "event 

builder". The event builder combined the data from all the sub-detectors. The 

combined data was passed to the "filter" system which performed a quick software 

analysis of each event in order to make a final decision about whether or not to record 

the data from an event. The filter was effective at identifying unwanted background 

events. 

Once the filter decided to accept an event, the data from that event was trans­

ferred via optical cables from the detector area to the surface. All processing up to 

and including the filter was performed in the underground experimental hall. On 

the surface, the event was fully reconstructed by dedicated workstations using the 

latest available calibration data. Copies of the reconstructed events were recorded 
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on optical discs, magnetic tapes and hard disks for future physics analyses. An 

example of a fully reconstructed hadronic z0 decay in OPAL is shown in figure 3.5 
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Figure 3.5: Reconstruction of hadronic zo decay in OPAL. The OPAL event display 
software package, GROPE, shows the many reconstructed tracks (light grey curved 
lines) and calorimeter hits (dark grey blocks are hadronic calorimeter hits; light grey 
blocks next to hadronic hits are electromagnetic calorimeter hits) are from a hadronic 
zo decay. The two collimated high multiplicity "jets" of particles are produced by 
the fragmentation and hadronization of the high energy quark and anti-quark from 
a z0 decay. 



Chapter 4 

Data Samples and Monte Carlo 

Simulation 

4.1 Data collected by OPAL 

The data used in this analysis were collected at centre of mass energies around the 

zo resonance from 1993 to 1995. Data from the years before 1993 were not used as 

OPAL's silicon detector did not have three dimensional hit information before this 

time; all tracks used in this analysis are required to have silicon hits in both r - </> 

and z. Although data were collected at JS '"'"' mzo ± 2 GeV, only data collected 

at JS '"'"' mzo are used for this analysis. This restriction ·was imposed because the 

joint probability distributions used in this analysis vary as a function of centre of 

mass energy. Table 4.1 shows the year-by-year breakdown of the number of hadronic 

events used in this analysis. In total, 1,866k hadronic z0 decays were used. 

A total of five data taking periods from 1993 and 1995 (20 periods in total for 

1993 and 1995) were excluded from the analysis as the d0 resolution for these periods 

was significantly different from other periods in the same year (> 3% difference). 

50 
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Year Hadronic events (data) z0 -+ bb events (MC) zo-+ qq events (MC) 

1993 408k 2,800k* 4,000k* 
1994 1,076k 2,800k 4,000k 
1995 382k 250k 1,000k 

Total 1,866k 3,050k* 5,000k* 

Table 4.1: The year-by-year breakdown of data and MC hadronic events used in this 
analysis. Only events at .JS ,......, mzo with the silicon vertex detector fully operational 
are used. Several periods of data taking were not used in the analysis because of 
significant changes in the do resolution. The askerisks on the numbers of MC events 
emphasize that the simulated data for 1993 and 1994 were virtually the same (see 
text for more detail). 

Consistency checks of the do resolution were performed for all periods of data taking. 

Excluding problematic periods removes a potential source of bias and systematic 

uncertainty. In total, these problem periods included 493k hadronic events. The do 

resolution changed in one period in 1993 because of a high voltage problem in one 

sector of the jet chamber. A random time jitter problem in all sectors of the jet 

chamber caused the d0 resolution to change significantly in two periods in 1995. The 

cause of the d0 resolution change for the other two problem periods is not known. 

4.2 Simulated data 

A total of 8,050k simulated hadronic z0 decays were used to generate the reference 

histograms (probability density functions, PDFs) for all signals and backgrounds 

considered for this analysis. Of these simulated hadronic z0 decays, 3,050k were 

zo -+ bb decays. Because of year-to-year changes in the detector, different PDFs 

were generated for each year of data taking. The year-by-year breakdown of the 

MC samples is given in table 4.1. The simulated events were first generated by 
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the JETSET version 7.4 Monte Carlo generator [71] then run through GOPAL, the 

OPAL detector simulation package [72]. GOP AL provides a description of the OPAL 

detector to the GEANT [73] software package, which simulates the interactions of the 

final state particles with the material in the detector. The JETSET event generator 

will be briefly described in section 4.2.1. The simulated data (JETSET + GOPAL) 

were processed by the same reconstruction software as was used for the real data. 

The analysis chain is also the same for the real and simulated data. 

Due to a problem with the original detector simulation for 1993, the standard 

OPAL simulated data (also referred to as the Monte Carlo, MC) for 1993 was not 

used in this analysis. The original simulation did not properly model the silicon 

vertex detector, a critical detector for this analysis. Instead, a modified version of the 

1994 MC was used to simulate data from 1993; the 1994 MC was modified by ignoring 

silicon detector hits in a ladder that was not functioning in 1993. As a result of using 

almost the same simulated data for 1993 and 1994, the statistical uncertainties for 

the 1993 and 1994 measurements of Br(b--+ DDX) are correlated. In particular, 

the portion of the statistical uncertainty due to the limited statistics of the MC 

in 1993 is highly correlated to its counterpart for 1994. When the Br(b --+ DDX) 

measurements from the different years are combined, it is assumed that the MC 

portion of the statistical error is 1003 correlated for 1993 and 1994. 

The majority of MC studies performed for this analysis were done with simulated 

data for the 1994 version of OPAL. In these studies, independent sets of :\if C were 

used: one set for the pseudo-data and one set for generating MC PDFs. All event, 

jet and track cut optimization was performed with simulated data. All cuts were 

frozen after the MC studies and before analyzing the data, to ensure an unbiased 

result was obtained from the data. 
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4.2.1 Simulation of hadronic zo decays 

The simulation of hadronic zo decays after e+ e- annihilation is performed by JETSET 

version 7.4 using Monte Carlo techniques. The simulation of a hadronic zo decay is 

loosely divided into four different stages in JETSET: 

• the initial hard process (Z0 ---+ qq), 

• the ensuing parton showers (e.g. q ---+ gq), 

• the fragmentation/hadronization of the partons (e.g. qq ---+ qq' q'q ~ qq' ---+ 7r), 

and 

• the decays or short-lived particles (e.g. D0 ---+ K-7r+). 

The four stages of the simulation are shown graphically in figure 4.1. 

The first stage of the simulation involves simulating the properties of the initial 

quark anti-quark pair that is produced when the z0 boson decays. This is a "hard" 

process due to the large amount of energy released. At this stage, the flavour and 

decay angles of the quarks are determined. 

In the second stage of the simulation, the processes q ---+ qg, g ---+ qq, and g ---+ gg 

are simulated using a leading log approximation of perturbative QCD. Due to the 

large numbers of quarks and gluons generated, this process is referred to as a parton 

shower. At this stage, the number of partons, their energies, and their angles with 

respect to each other are determined. Various "fragmentation" models can also 

be used at this stage of the simulation to determine the energies of the partons. 

In zo ---+ cc and zo ---+ bb events, the default version of JETSET determines the 

final energies of the primary c or b quarks from the Peterson et al. fragmentation 

function [7 4]. For this analysis though, the default energy spectrum of the primary 

b quarks was weighted so that it follows the Bowler fragmentation model [75]. The 
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Figure 4.1: Simulation of hadronic zo decay by JETSET. The different stages of the 
simulation occur at different energy scales, E. There is some overlap between these 
stages/energy scales. The typical hadron mass is denoted by mh· 
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pnmary b quark energy spectrum was weighted because recent measurements of 

b quark fragmentation [76-78} show that the data are consistent with the Bowler 

model but not with the Peterson model. 

After the parton shower is simulated, the energy scale at which interactions 

take place is typically less than 1 Ge V. As a result, perturbative QCD no longer 

applies. Since non-perturbative QCD calculations are not reliable, a model must be 

used to describe the non-perturbative processes that cause partons to coalesce into 

hadrons (hadronization). In JETSET, the hadronization model is the Lund string 

model [79]. In this model, the attractive force between a quark and an anti-quark 

is represented by a string or tube of colour. As the length of the string between 

the quarks increases, the potential energy also increases. The quark and anti-quark 

lose kinetic energy to compensate for the increase in potential energy. As the string 

lengthens, the probability that a quark anti-quark pair will "pop" out of the vacuum 

increases. The appearance of a new qq pair breaks the original string. This results 

in there being two quark anti-quark pairs, each attached by its own colour string. 

This process occurs iteratively until the quark anti-quark pairs form mesons. In 

addition to a quark anti-quark pair "popping" from the vacuum, an anti di-quark 

and di-quark pair may also appear. The di-quarks can eventually coalesce with a 

quark to form a baryon. 

The quark flavour content of the hadrons is determined by the flavour of the 

quarks and anti-quarks that are produced from the strings. Note that because 

hadronization is a relatively low energy process, the production of charm and beauty 

quarks is highly suppressed. JETSET determines the other quantum numbers of the 

hadrons from tabulated probabilities (often experimentally determined) for different 

combinations of quarks and/ or anti-quarks to possess specific spin, orbital angular 

momentum, total angular momentum and radial quantum numbers. 
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Many of the hadrons that are generated in the hadronization process are short 

lived ( T < 10-11 s). JETSET simulates the decays of these particles so that by the end 

of the simulation, only those particles that are relatively long lived remain. These 

particles are the e, µ, 7r±, K, p, n, / and hyperons that are actually observed 

by particle detectors, plus the v that are not. To a large extent, the simulation 

of particle decays relies on tables of experimentally determined exclusive branching 

ratios and inclusive particle production rates. The exclusive and inclusive results are 

combined in JETSET so that they are self-consistent. The decays that have not been 

measured exclusively, are usually simulated using phase-space models. An important 

feature of JETSET is that the modelling of parton showers and hadronization, and 

the tables for particle decays are highly tunable. As a result, much effort goes into 

ensuring that JETSET reproduces the measured hadronic data as closely as possible. 

The version of JETSET used in this analysis was tuned by members of the OPAL 

collaboration [80-82]. 



Chapter 5 

Analysis Method 

5.1 Joint probability 

The main goal of this analysis is to differentiate double charm b decays from single 

charm b decays. This is achieved by taking advantage of the finite lifetimes of the 

the D hadrons produced in b decays. The topology of a b decay depends on the 

number of D hadrons produced in the decay. Figure 5.1 shows the three different 

topologies of b decays. By taking advantage of these topological differences, this 

analysis statistically separates the double charm b decays from the dominant single 

charm b decays. As can be seen in figure 5.1, tracks from double charm B decays 

tend to originate farther from the interaction point than tracks from single charm 

B decays. This occurs for two reasons. First, most of the tracks in double charm 

B decays originate from the two D decay vertices. Second, tracks from D decays 

originate farther from the interaction point than tracks from b decays. 

The separation between a track and the interaction point (IP) can be expressed in 

terms of its impact parameter, d0 1, with respect to the IP divided by the uncertainty 

1See Appendix A, for a definition of the impact parameter. 
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Figure 5.1: Three different topologies of beauty hadron decays. The beauty hadrons 
travel an average of 3 mm from the interaction point (IP) before decaying. Charmless 
beauty hadron decays and b -+ charmonium decays are both represented by the 
upper "O charm" diagram. These two decay modes have similar topologies because 
of the prompt electromagnetic or strong decays of charmonium states. 
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in d0 , CTdo· This quantity is called the signed impact parameter significance (S = 

d0 /CJd0 ). The sign of S (and d0 ) is determined by the location in the r - ¢ plane 

where the track crosses the axis of the "jet" to which it belongs. In particle physics, 

a jet is a grouping of relatively collimated particles (see figure 3.5 for an example 

of a jet). If a line that is drawn in the r - ¢ plane from the interaction point to 

the point where the track intersects the jet axis points in the same direction as the 

jet momentum vector then d0 and S are positive. If this line and the jet point in 

opposite directions then d0 and S are negative. In figure 5.1, the tracks at each B 

decay point have S > 0 (assuming the jet points from the IP to the B decay point). 

Most tracks from band D decays have S > 0. In addition, tracks from double charm 

b decays tend to have larger S than tracks from single charm b decays. 

This analysis uses a single variable derived from the S of tracks in a selected jet: 

the joint probability, Pj (only tracks with S > 0 are selected as they are the tracks 

that are most likely to have originated at band D decay points). The joint probabil­

ity is calculated by first considering the S of each selected track in a jet. Under the 

hypothesis that each track originated at the interaction point (approximated by the 

primary vertex), one can calculate the conditional probability, Pi, for a track with 

S > 0 to have its measured S or larger. This probability is calculated by comparing 

the measured S (Smeas.) to the S resolution function, f(S), for the OPAL detector: 

Pi = foScut f (S)dS . 

JScut f (S)dS 
Smeas. (5.1) 

Scut ( = 25) is a cutoff in S beyond which tracks are not considered. For a pictorial 

representation of equation 5.1 see figure 5.2. The S resolution function for OPAL is 

determined using tracks with S < 0. Details of the determination off (S) are given 

in section 5.2. Given an ensemble of tracks that do originate from the interaction 
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Figure 5.2: Calculation of track Pi· The probability, Pi, for a track originating from 
the primary vertex with S > 0 to have its measured S or larger equals the area under 
the fitted curve (resolution function) from Strack ( = Smeas.) to 25 ( = Scut) divided 
by the total area under the fitted curve from 0 to 25. 

point, the distribution of Pi will be uniform from 0 to 1. 

The Pi of all the tracks in an ensemble can be combined into a single probability 

called the joint probability. The joint probability, Pj, is calculated using 

P
.- NL-1(-ln(y))m 

J - y 
m! 

m=O 

(5.2) 

where y is the product of the N individual track probabilities, Pi [83]. Pj is the 

probability that the product of N random numbers uniformly distributed from 0 

to 1 is y or smaller. The larger the S of tracks in a jet, the smaller the Pi and 

subsequently Pj will be. 
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5.2 S resolution function determination 

The S resolution function, f (S), for OPAL is determined using tracks with S < 0 

(backward tracks) in a heavy flavour suppressed data sample. Backward tracks are 

used as it is assumed that these tracks originated from the interaction point. Tracks 

originating from locations other than the interaction point (e.g. tracks from the 

charged decay products of long lived particles) tend to have positive S (forward 

tracks). For each year of data taking, an analytic form for the S resolution function 

is determined by fitting an appropriate function to the S distribution of backward 

tracks from hadronic zo decays in the data. The same event and track selection cuts 

are applied to select backward tracks for f ( S) and forward tracks for Pj (except by 

definition, S < 0 for backward tracks and S > 0 for forward tracks). This ensures 

that the tracks used to determine f ( S) have similar properties to the tracks used 

in the Br(b --+ DDX) analysis. A cut is also employed on the opposite jet to reduce 

the fraction of tracks from band c quark jets2
; this reduces the fraction of backward 

tracks that originate from points other than the interaction point. 

For each year of data taking, three different S resolution functions are deter­

mined. The different resolution functions apply to tracks in three different momen­

tum bins: p < 1.5 GeV/c, 1.5 GeV/c < p < 4.0 GeV/c, and p > 4.0 GeV/c. There 

are approximately the same number of tracks in each momentum bin. The p dis­

tribution of selected tracks is slightly harder in the MC than in the data; this is 

most likely due to higher neutral particle multiplicities in the data. Since the S 

resolution is dependent on track momentum, the tuning of the MC d0 resolution and 

O"do distribution \Vas performed separately for the three aforementioned p bins. 

The standard OPAL b physics soft,vare contains a routine for calculating the 

2 See section 5.5.2 for a short description of b jet identification/tagging. 
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joint probability of an ensemble of tracks. The default S resolution functions used 

in this routine, BT JPRB, were significantly modified to meet the demands of this 

analysis. The differences are summarized in table 5.1 with details in the following 

paragraphs. 

j This analysis j Default BT JPRB 

anti-b/c cut yes no 

track classes SI-r¢=SI-z=2 SI-z=l or 2 

J(S) 3 gaussians + 1 exponential 1 gaussian + 3 exponentials 

p dependence yes no 

Table 5.1: Summary of differences between S resolution functions used in this anal­
ysis and default resolution functions used in BTJPRB. SI-r¢ and SI-z refer to the 
number of hits in the different layers of the silicon vertex detector. 

The first difference between the resolution functions used for this analysis and 

the default resolution functions is that not all backward tracks in hadronic events 

are used for this analysis. After an event is forced to have two jets by the Durham 

jet finding algorithm [84-87], a b quark tagging algorithm [88, 89] is applied to each 

jet. Backward tracks from a jet are used to determine f (S) only if the b likelihood 

variable for the opposite jet is less than 0.1. Monte Carlo studies show that this cut 

increases the purity of backward tracks from the interaction point from 85.63 to 

92.53. Table 5.2 shows the composition of the non-fragmentation tracks with and 

without the anti-heavy quark cut. Although employing this cut means fewer tracks 

are used to determine the resolution functions, a more accurate determination of the 

S resolution functions is obtained. 

The second difference between the default f (S) and this analysis' f (S) is that 

only tracks with two silicon detector hits in each of r</> and z are used here. In the 
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Track origin Fraction without Fraction with 
anti-b/c cut anti-b/c cut 

b hadron decay 0.041 0.007 
D hadron decay 0.073 0.041 
strange hadron decay 0.015 0.014 
other 0.014 0.014 

Table 5.2: Fraction of non-fragmentation backward tracks passing track selection 
cuts with and without anti-heavy flavour tag on opposite jet. Tracks whose origin 
is classified as "other" are mostly from interactions with the detector material. 

default version of BTJPRB, tracks with SI-z=l or SI-z=2 are used. The S distri-

butions of backward tracks in the MC and the data were compared and significant 

discrepancies were identified when the tracks were classified by the number of SI-z 

hits. 

Dividing the backward tracks into more classes based on the number of SI-z and 

SI-r<,b hits showed that the largest discrepancy between MC and data was for the class 

of tracks with SI-r¢=2 and SI-z=l. It is likely that many tracks in this class have 

one misassociated SI-r<,b hit. A misassociated SI-r<,b hit tends to pull the measured 

S far from its true S. This misassociation is likely not well modelled. Details of SI 

hit association can be found in reference [67]. In the data, this class represents 1.6% 

of tracks with at least one hit in each of SI-z and SI-r<,b. Approximately 50.3% of 

all tracks in the data that pass preliminary quality cuts (listed in table 5.3) have at 

least one hit in each of SI-z and SI-r<,b. To improve agreement between the MC and 

the data, and to reduce the systematic uncertainty associated with the modelling 

of d0 and crd0 , this class of tracks was not used in the analysis. Neglecting 1.6% of 

tracks with SI information does not significantly affect the statistical precision of 

the measurement but does significantly reduce the systematic uncertainty. 

Even after re-tuning the MC, there was also a significant discrepancy between 
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Track variable cut 

Idol w.r.t. beamspot <5cm 
lzol w.r.t. beamspot <200 cm 

jet chamber hits ~20 

x;educed r - ¢> track fit <100 
x;educed z track fit <100 

momentum <65.0 GeV /c 
transverse momentum ~0.15 GeV /c 

Table 5.3: Definition of "quality" tracks. Tracks must satisfy these cuts to be 
accepted. 

the d0 distributions of tracks with SI-ref>=SI-z=l in the data and the MC. In order to 

reduce the systematic uncertainty due to d0 modelling, these tracks also are not used 

in the analysis. The remaining SI-r¢=SI-z=2 tracks make up 38.23 of all quality 

tracks in hadronic data events. Besides having the best d0 agreement between data 

and MC, SI-ref>=Sl-z=2 tracks also have the best d0 resolution so have the most 

discriminating power for the analysis. 

The third significant difference between the f ( S) used for this analysis and the 

default f(S) from BTJPRB is the parameterization of the functions. This analysis 

fits the S distribution of backward tracks with a function of the form 

(5.3) 

The default BTJPRB f(S) consist of one gaussian centered at zero and three ex­

ponential decays. This analysis' parameterization off (S) gives an improved x2 per 

degree of freedom over the range 0 ~ S ~ 25. Tracks with S larger than 25 are not 

used in this analysis as they are very unlikely to have originated at the decay point 

of a b hadron or a daughter D hadron. The Monte Carlo S distributions for forward 

tracks originating at b and D decay points are shown in figure 5.3. 
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Figure 5.3: S distributions from z0 -+ bb Monte Carlo for SI-r¢=Sl-z=2 tracks 
originating at decay points of b and daughter D hadrons. 
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5.3 Tuning of do and ado 

The default version of the MC has d0 and CY do distributions for SI-r¢=SI-z=2 back­

ward tracks that are significantly different from the d0 and CYdo distributions in the 

data. This difference is shown in figure 5.4. The MC d0 and CYdo distributions were 

re-tuned to improve the agreement between the MC and the data. The re-tuning 

for d0 was done by scaling the difference between the measured and true track pa­

rameters on a track-by-track basis. For a detailed discussion about track parameter 

tuning at OPAL see reference [90]. The amount of re-scaling depended on the track 

momentum and the year of data taking. 

Three different methods were used to determine the best d0 scaling factors. The 

first method (method A) determined the d0 factor that minimized the x2 calculated 

by comparing the normalized d0 distributions of selected backward tracks in the 

data and the MC. The x2 were calculated over wide ranges of d0 . For the different 

years and momentum bins, tuning the MC d0 resolution reduced the x2 by amounts 

varying from approximately 3 (for the middle p bin in 1995) to 100 (for the middle 

p bin in 1994). Table 5.4 shows the best d0 scale factors determined by method A. 

The improved agreement between the data and the NlC for SI-r¢=Sl-z=2 tracks is 

shown in figure 5.5. The residual (pull) distributions and data/MC distributions for 

Idol of backward tracks are shown in figure 5.6 for untuned MC and in figure 5.7 for 

tuned MC. 

In addition to tuning do over a wide range, the "cores" of the d0 distributions for 

backward tracks were studied (method B). First, the d0 distributions of backward 

tracks in the data and the MC were fit by two gaussians centered on d0 = 0. The 

d0 scale factors for the MC were then varied to determine what scale factors yielded 

the best agreement between the widths of the narrow (core) gaussians in the data 
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Figure 5.4: Comparison of Idol and ado distributions of SI-r¢=SI-z=2 backward 
tracks for default MC (histograms) and data (data points with error bars) from 
1994. The difference between the data and the MC is more apparent in the d0 

distributions. 
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Figure 5.5: Comparison of Idol and O"do distributions of SI-r¢=Sl-z=2 backward 
tracks for 1994 tuned MC (histograms) and data (data points with error bars). The 
MC Idol and O"do distributions were tuned by method A. 
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Figure 5.6: Pull distributions and data/MC ratios for Jd0 [ of backward tracks from 
1994. Tracks from data are compared to tracks from default r.iIC. 
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Figure 5.7: Pull distributions and data/MC ratios for [do[ of backward tracks from 
1994. Tracks from data are compared to tracks from tuned MC. 
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Year p bin (GeV /c) d0 Scale Factor o-do Scale Factor 

1993 p < 1.5 0.965 1.007 
1993 1.5 < p < 4.0 0.972 1.005 
1993 p > 4.0 0.934 1.011 

1994 p < 1.5 0.933 1.002 
1994 1.5 < p < 4.0 0.916 0.999 
1994 p > 4.0 0.927 0.996 

1995 p < 1.5 0.985 1.005 
1995 1.5 < p < 4.0 0.991 1.001 
1995 p > 4.0 1.022 1.005 

Table 5.4: Best d0 and O"do scale factors for single SI-r¢=SI-z=2 backwards tracks 
over wide range of d0 and O"do· d0 scale factors less than 1.0 imply that the d0 

resolution in the default MC is worse than the resolution in the data. o-do scale factors 
smaller than 1.0 imply that the impact parameter uncertainties were overestimated 
in the MC. 

and the MC. For each year of data taking and each momentum bin, the best d0 scale 

factor was between 0 and 0.030 smaller than the best d0 scale factors determined 

from method A. 

Finally, the d0 tuning was studied in a third way (method C). To study the 

effect of possible correlations in the significance of tracks in the same jet, a collective 

property of tracks from the same jet was studied. This property was -ln(Pj) for 

backwards tracks in the same jet. For both the data and the MC, "backwards" 

-ln(Pj) distributions were generated using the S resolution functions from the data. 

Again, the d0 scale factors were varied to determine which scale factors gave the best 

agreement between the data and the MC for the backwards -ln(P1) distributions. 

As \vith method B, the best d0 scale factors were between 0 and 0.030 smaller than 

those determined by method A. 

In order to obtain a conservative estimate of the systematic uncertainty due to 

modelling d0 , the central values for the d0 scale factors were chosen to be 0.015 
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smaller than those shown in table 5.4 (method A). The d0 scale factors were then 

varied by ±0.015 to determine the systematic uncertainty in Br(b--+ DDX). This 

variation in the scale factors is much larger than the statistical uncertainties of 

the estimates of the best d0 scale factors obtained by the three different methods 

(approximately ±0.002). 

The re-tuning of crdo was achieved by scaling the default crdo values by a constant 

(different constant for each year of data taking and each track momentum bin). The 

magnitude of re-tuning required to maximize the agreement between the MC and 

the data for crdo was significantly less than the re-tuning required for d0 . Neverthe­

less, it is very important that crdo is modelled correctly as it is the denominator that 

determines S for tracks. The crdo scale factors adopted for this analysis are shown 

in table 5.4. Examples of the crdo distributions in the default and re-tuned :MC and 

the data are shown in figures 5.4 and 5.5 respectively. The pull distributions and 

data/MC distributions for crdo of backward tracks are shown in figure 5.8 for the de­

fault MC and in figure 5.9 for the re-tuned MC. The x2 values that were calculated 

to determine the best crdo scale factors changed significantly with small changes in 

the scale factors (2 < .6.(x2) < 15 for 0.001 change in scale factors). The smallest 

x2 /d.o.f. values from comparing the MC and the data crdo distributions varied from 

45/25 to 115/25 however. For this reason, a variation of ±0.005 (= ±0.001x115/2.5) 

for the ado scale factors was adopted for determining the associated systematic un­

certainties. Examples of the impact parameter significance distributions after tuning 

d0 and O'do are shown in figure 5.10. 
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Figure 5.8: Pull distributions and data/MC ratios for CJdo of backward tracks from 
1994. Tracks from data are compared to tracks from default MC. 
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Figure 5.9: Pull distributions and data/MC ratios for ado of backward tracks from 
1994. Tracks from data are compared to tracks from tuned MC. The MC Idol and 
ado distributions were tuned by method A. 
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Figure 5.10: Impact parameter significance distributions for SI-r<,b=SI-z=2 backward 
tracks. The histograms are from the 1994 MC and the data points with error bars are 
from the 1994 data. The plots on the left of the figure show the agreement between 
the MC and the data for tracks at low impact parameter significance. The plots 
on the right of the figure show the agreement for tracks at high impact parameter 
significance. The MC Idol and ado distributions shown here were tuned by method 
A. 
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5 .4 Fitting procedure 

The fraction of double charm b decays in data is determined by comparing the 

-ln(Pj) PDFs for the different signals and backgrounds from the MC to the -ln(Pj) 

distributions of the data. The -ln(Pj) distributions for the different signals and 

backgrounds are shown in figures 5.11 and 5.12 respectively. A x2 fit is performed 

to estimate the best fit values of the free parameters and their associated statistical 

uncertainties. The MINUIT package [91] is used to minimize the x2 function. The 

fitting function used is 

F(x) = N(l +ax) [{l - fuds - fc - f 9 } X 

{ BrocG0c(x) + Br1cG1c(x) + 

Br2cG2c(x) + BrcharmoniumGcharmonium(x)} + 

{ fudsGuds(x) + fcGc(x) + f 9G9 (x)}] (5.4) 

where x = -ln(Pj) and N is a normalization factor chosen so that J F(x)dx is equal 

to the number of events in the data. The different Gi(x) are the normalized PDFs 

for the different signals and backgrounds. Br1c is the b -7 single charm branching 

ratio; Br2c is the double charm branching ratio; Broe is the charmless branching ratio; 

Brcharmonium is the (b-7 charmonium) branching ratio. The background fractions are 

Jc, the fraction of charm jet background in data, fuds, the fraction of light quark 

jet background, and f 9 , the fraction of data made up of gluon jets in zo -7 bb 

events. Finally, a is a term used to parameterize mis-modelling due to incomplete 

knowledge of all physics inputs (e.g. mean multiplicity of charged particles from 

fragmentation). The a term is described in more detail below. Only Br2c and a are 
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Figure 5.11: Signal (b hadron decay) -ln(Pj) distributions from 1994 MC for jets 
with two tracks contributing to -ln(Pi). 
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Figure 5.12: Background (nob hadron decay) -ln(Pj) distributions from 1994 MC 
for jets with two tracks contributing to -ln(Pj)-
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free parameters in the fit. Bric is constrained by 

Bric= 1 - Br2c - Broe - Brcharmonium, (5.5) 

while Broe and Brcharmonium are fixed to the world average values listed in [23]. A 

constraint is also imposed on the a term; if the modelling of all physics inputs was 

perfect then a would equal zero. As the degree of mis-modelling is not large, a is 

constrained to be close to zero. This constraint is achieved by including an extra 

term in the evaluation of the x2 so that 

2 
2 2 a 

Xmod. = X + 2· 
a°' 

The value of a°' is discussed in the following section. 

a parameter 

(5.6) 

MC studies show that changing the input values for the mean multiplicity of charged 

particles from fragmentation ( < Nch > frag), b lifetimes (T6) or a variety of other 

physics inputs results in a change to the -ln(Pj) distributions that can be corrected 

to first order by the inclusion of the a term in equation 5.4. Figure 5.13 shows an 

example of this behaviour. Allowing a to assume non-zero values in the fit partially 

corrects for the mis-modelling of some physics inputs; the a term also accounts for 

correlations between mis-modelled physics inputs (e.g. if the effect of mis-modelling 

Tb partially cancels the effect of mis-modelling < Nch > frag). In principle, the 

best fit value for a contains information about < Nch > frag, b lifetimes and any 

other physics inputs that result in an approximately linear change in the -ln(P 1 ) 

distributions. As a result, a could be used to measure these values. In practice 



5.4 Fitting procedure 80 

(/] 1.1 
LL 
0 
o_ 1.075 
0 
0 1.05 

(<Nfra"> -2.5%)/(default <Nfra">) 
0 3 0 

slope= +1.2xlff 
0 
~ 1.025 l 

0.975 

0.95 

0.925 

0.9 
0 2 4 6 8 10 

Figure 5.13: Comparison of -ln(P1) distributions with different mean charged par­
ticle multiplicities from fragmentation, < Nch > frag· In this plot, the -ln(P1) 
distribution for single charm b decays with four tracks contributing to -ln(P1), 
and with < Nch > frag= 12.14 is divided by the same -ln(P1) distribution with 
< Nch > frag= 12.46. The resulting histogram demonstrates how an approximately 
linear change in -ln(P1) occurs when < Nch > Jrag is varied. The a parameter used 
in the fitting function (equation 5.4) partially corrects mis-modelling of this nature. 
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though, it is difficult to measure any one of these inputs in isolation while properly 

accounting for the influence of the other variables. MC studies showed that inclusion 

of the a parameter in the fit increased the statistical uncertainty of the measurement 

but reduced the total uncertainty by reducing the systematic uncertainty. 

MC studies were performed to determine the value of <Jo. in equation 5.6 that 

results in the smallest predicted total uncertainty for Br(b---+ DDX). It was found 

that although the statistical and systematic uncertainties did change appreciably as 

<Jo. was varied, the total uncertainty for Br(b ---+ DDX) was not very sensitive to the 

value of <Jo.. The value adopted for <Jo. was 3 x 10-3 _ MC studies also showed that 

a changed by '"" 3 x 10-3 when the source of the largest systematic uncertainty, 

< Nch > frag, is varied by its measured uncertainty. This reinforces the choice of 

<Jo.= 3 x 10-3 _ 

Binning of Data and PDFs by track multiplicity 

The comparison of MC and data -ln(Pj) distributions is performed with jets con­

taining the same number of tracks contributing to -ln(Pj)- The data are binned by 

track multiplicity to improve the sensitivity of the analysis and to reduce uncertain­

ties due to incorrect modelling of the number of tracks contributing to -ln(Pj)- The 

PDFs were divided into six track multiplicity bins: one bin for each track multi­

plicity one through five and one bin for track multiplicities 2:: 6. Separate "signal" 

PDFs were generated for each track multiplicity bin for b hadrons decaying to final 

states containing no charm quarks, one charmed hadron, two charmed hadrons, and 

charmonium states. "Background" PDFs were generated for light quark jets ( u, d or 

s) from Z ---+ uu( dd, ss) decays, charm jets in Z ---+ cc events, and non-b jets in Z ---+ bb 

events (i.e. jets from hard gluons). The fractions of the different signals and back­

grounds vary as a function of track multiplicity. The fraction of each background 
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and fixed signal in each multiplicity bin is determined from the MC. 

In order to ensure that the minimum number of expected data entries (based 

on MC) in each -ln(Pj) bin is at least 50, the number of bins varies for each track 

multiplicity. The -ln(Pj) range over which the fits are performed also varies for each 

track multiplicity. Jets with -ln(Pj) greater than the range considered are included 

in the largest -ln(Pj) bin. The first several -ln(Pj) bins of each track multiplicity 

are also combined into one large bin in order to reduce the analysis' sensitivity 

to changes in the d0 resolution. MC studies show that the shapes of the -ln(Pj) 

distributions change quite significantly at low -ln(Pj) when the d0 resolution is 

varied. Table 5.5 details the number of -ln(Pj) bins, ranges of fits, and numbers 

of bins combined for each track multiplicity. These numbers are the same for each 

year of data taking. The number of -ln(Pj) bins used in the fits was varied in a 

MC study; the branching ratios and statistical uncertainties obtained in fits to MC 

pseudo-data were not sensitive to the numbers of bins used. 

Track multiplicity -ln(Pj) fit range nbins ncomb 

1 0--+ 6 25 10 

2 0--+ 8 20 5 

3 0 --+ 10 25 5 

4 0--+ 10 25 0 

5 0--+ 12 15 .s 

6+ 0--+ 12 10 5 

Table 5.5: Details of -ln(P1) binning for fits. nbins is the number of bins the fit range 
is initially divided into. ncomb is the number of low -ln(Pj) bins that are combined 
in order to reduce the analysis' sensitivity to the modelling of the d0 resolution. 

The data -ln(Pj) distributions of each track multiplicity bin for a given year 

are fit by the MC PDFs using a single a parameter. A different Br2ci is determined 
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for each track multiplicity bin. At the same time, the total number of b decays 

for each track multiplicity bin, Nb;, is determined. By combining Br2c; and Nb;, 

Br(b -t DDX) is calculated for each year's data: 

(5.7) 

The fits are done separately for each year as the S resolution of the detector is 

different for each year. Consistency checks are also made between years to ensure 

that the uncertainties have been correctly estimated and no significant biases exist 

for individual years. Once Br2c is determined for all years of interest, a weighted 

average for Br(b -t DDX) is calculated. The final value for Br(b -t DDX) can then 

be input into equation 2.12 to determine nc. 

5.4.1 Potential bias in fit 

A bias exists in the analysis if the x2 for the -ln(Pj) fit is calculated without 

including the individual statistical uncertainties of the -:VIC PDFs that make up the 

fitting function, F ( x). This bias was discovered in the course of investigating two 

different methods for determining the uncertainty in Br(b -t DDX) due to finite MC 

statistics. 

The first (biased) method involved calculating the x2 for the fit of F(x) to the 

data vYithout including the statistical uncertainty of the MC. In this case 

nbins ( /\ r i\T )2 
X

2 = """'"' i Vida ta - j iMc 

~ N ' 
i=l • iMC 

(5.8) 

where Nidata is the number of data entries in -ln(Pj) bin i, NiMc is the number of MC 

events (determined by F(x)) in bin i, and nbins is the total number of bins used in the 
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fit. In this method, the uncertainty due to finite MC statistics is determined by first 

randomly fluctuating the bin contents of the MC PDFs by their Poisson uncertainties 

and redoing the fit to determine Br(b--+ DDX) . This process is repeated many 

times (100+) to generate a distribution of values for Br(b--+ DDX). The RMS of 

this distribution represents the one standard deviation uncertainty due to finite MC 

statistics. 

The second method calculates the x2 in such a way that the statistical uncertainty 

due to finite MC statistics is included in the total statistical uncertainty determined 

by the fit. Here, 

(5.9) 

where <JN is the combination of the statistical uncertainties of the MC PDFs that 
'MC 

make up F(x). 

To test for biases in the Br(b--+ DDX) estimators for these two methods, a MC 

study was performed using toy samples of MC and pseudo-data. The pseudo-data 

were randomly drawn from two gaussians with different means and widths. The two 

MC PDFs (histograms) used to fit the pseudo-data \Vere generated from gaussian 

distributions, gl and g2, that had the same means and widths as the gaussians 

in the pseudo-data. Fits of the ?v1C PDFs to the pseudo-data were performed to 

extract the fractions of gl, :F91 , and g2, :F92 , present in the pseudo-data. F 91 was 

constrained by F 91 = 1 - :F92 . The same fitting routine was used for this study and 

the Br(b --+ DDX) analysis. 

The relative sizes of the gl and g2 MC samples were varied to see what effect 

they had on the fitted fractions and the statistical uncertainty, CJ stat .. For gaussians 

that were \vell separated (e.g. µ 1 = 0.0, CJ1 = 1.0; µ 2 = 1.0, CJ2 = 1.0) there was no 
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bias in the value of F 92 except when method 1 was used with a very large number of 

bins (3000 bins for 200,000 psuedo-data "events", and 800,000 MC "events") and the 

relative sizes of the MC samples for gl and g2 were quite different (N91 = 600, 000 

and N92 = 200, 000). In this case, the estimators F 91 and F 92 from the fit were biased 

towards the fractions of gl (0.75) and g2 (0.25) in the MC. Even though there were 

equal amounts of gl and g2 in the pseudo-data, the estimates of F 91 and F 92 were 

90" from the correct values. An even larger bias resulted when method 1 was used to 

fit pseudo-data consisting of two gaussians whose means were very similar (µ 1 = 0.9, 

µ 2 = 1.0; 0"1 = 1.0, 0"2 = 1.0). Again the values for F 91 and F 92 were biased towards 

the fractions of gl (0.75) and 92 (0.25) in the MC: F91 = 0.740 ± 0.016 even though 

the true fraction in the pseudo-data was 0.5. As with the previous example, if the 

number of entries per bin is reduced, the bias increases. 

The bias for the F 92 estimator in method 1 can be understood as arising from 

the relative "smoothness" of the 91 and 92 MC PDFs. The F 92 estimator is biased 

towards N92 /(N91 +N92 ) as the smoother distribution tends to contribute less to the 

x2
. As the number of entries per bin is decreased, the "smoothness" of the PDFs 

decreases and the bias increases. 

In addition to the problem with bias, method 1 also causes the estimates of 

statistical and systematic uncertainties to be inaccurate. The statistical uncertainty 

of F 92 from the fit is underestimated when the number of entries per bin is small or 

when the MC PDFs are very similar. Studies with the -ln(Pj) distributions from 

MC also show that the estimates of the systematic uncertainties are smaller with 

method 1 than with method 2. This occurs because the Br(b--+ DDX) estimator is 

biased towards the value of Br(b--+ DDX) in the MC. 

In summary, method 1 leads to an underestimate of the statistical and systematic 

uncertainties, and a bias in the Br(b --+ DDX) estimator. For these reasons, method 
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2 is adopted for calculating the x2 for the fits. 

5.5 Event, jet and track selection 

The values of event, jet and track selection cuts were determined from Monte 

Carlo (MC) studies of the effect of different cut values on the total uncertainty 

of Br(b---+ DDX). No data were used to optimize the cuts. The MC studies did not 

attempt to calculate the total systematic uncertainty for each possible combination 

of cuts; this procedure would have taken a prohibitively long time. Instead, what 

were considered to be the dominant systematic uncertainties and the statistical un­

certainty were studied. The quadratic sum of these uncertainties will be referred to 

as the "expected uncertainty" in this section. 

These studies were performed assuming that the different cuts are largely inde­

pendent (i.e. once the minimum total uncertainty was determined as a function of 

one cut, that cut was no longer varied); exploring the full multi-parameter space 

would also have taken prohibitively long. However, it is not believed that there 

should be any large correlations between the different cut variables that would cause 

this strategy to lead to a choice of cuts that is far from optimal. The different event, 

jet and track cuts are summarized in the sections that follow. 

5.5.1 Event selection 

Hadronic z0 decays are selected by requiring 

1. the total energy measured in the calorimeters 2: 10% of 2 x Ebeam, 

2. the measured energy is deposited on both sides ( +z and -z) of the detector, 
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Figure 5.14: The left plot shows the I cos( er) I distribution of events in the data. The 
right plot shows the thrust distribution of events in the data. 
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3. 2::: 7 regions of energy deposition in the calorimeters ("clusters") with Ebarrel 2::: 0 .1 Ge V 

or Eendcap 2::: 0.2 GeV, and 

4. 2:::7 well measured tracks. 

The efficiency to select hadronic zo decays is 98.13, with a background less than 

0.13 [92]. Since all tracks used in the analysis must have silicon vertex detector hits 

associated to them, events were selected only if the silicon vertex detector was fully 

operational at the time of data-taking. 

After these preliminary selection criteria are satisfied, the two main goals of the 

event selection are to select Z-+ qq events that are well contained in the central 

portion of the tracking detectors (especially the silicon vertex detector) and to se-

lect events that are two-jet-like. The first requirement is met by requiring that 

J cos( Br) J :::; 0.7, where Br is the polar angle of the "thrust axis" of an event. The 

thrust axis is determined by calculating a quantity called the "thrust", T, of an 

event: 

T . (2=ili·Pil) 
= maximum Li I.Pi I , (5.10) 

where Pi are the momemtum vectors for tracks and energy clusters in an event, and 

i, the thrust axis, is the vector that maximizes the right hand side of equation 5.10. 

In a two jet event, the thrust axis tends to be collinear with the jets. The expected 

uncertainty for Br(b -+ DDX) does not have a strong dependence on cos( Br) unless 

J cos( Br) J :::; 0.6; the statistical uncertainty becomes quite large if the J cos( Br) I cut 

is too tight. 

The requirement that the event be two-jet-like is met by making a cut on the 

thrust of an event. The thrust (see equation 5.10) is a measure of the anisotropy of 
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the energy flow in the event. A cut requiring T > 0.85 is used. Lower T values are 

associated with events containing more than two jets. Two jet events are preferred 

here as the analysis uses jets that are opposite identified b jets. Events with three 

or more jets (resulting from hard gluon emission) are undesirable as gluon jets are 

a background to the b jets that the analysis studies. Although the statistical uncer­

tainty increases as the T cut is increased, the systematic uncertainty due to gluon 

jet background is reduced. Figure 5.14 shows the distributions of T and I cos( Br) I in 

the data. 

5.5.2 Jet selection 

The purpose of the jet selection is to obtain a high purity, unbiased sample of jets 

containing b hadrons. This is achieved by first calculating ab-likelihood variable for 

each jet in an event. The b-likelihood variable is calculated by the LEP-2 b-tagging 

algorithm [88, 89]. This "b-tagger" is a sophisticated algorithm that uses several 

artificial neural networks to calculate three discriminants that include lifetime, lepton 

and jet shape information. The discriminants are combined to produce a single 

likelihood variable that is used to identify jets containing b hadrons. Figure 5.15 

shows the distributions of the b-tagging variable for jets initiated by different flavour 

quarks. The LEP-2 b-tagger has a good b-tagging efficiency while maintaining a high 

b purity. For this analysis, a cut on the b likelihood of > 0.9 was chosen to obtain 

a high purity b jet sample (purity rv95% and efficiency rv40%). Backgrounds from 

uds and c jets produce significant systematic uncertainties in the measurement of 

Br(b -+ DDX) so it is important to reduce these backgrounds. 

A jet is used in the analysis if the opposite jet passes the b-tag cut. If both jets 

pass the b-tag cut then both jets are used. The opposite jet is used for b-tagging to 
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Figure 5.15: b-tagging variable for jets initiated by different flavour quarks in sim­
ulated and data hadronic zo decays in 1994 configuration of detector [89]. The 
light grey histogram represents simulated jets initiated by u, d, or s quarks; the 
darker grey histogram represents simulated c jets; and, the open histogram repre­
sents simulated b jets. The data points represent real data. Jets opposite a jet with 
a b-likelihood < 0.9 are not used in the analysis. 
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provide an unbiased sample of predominantly b jets. 

5.5.3 Track selection 

Track selection cuts are made to select a sample of well measured tracks that is 

enriched in decay products of b and D hadrons. As a preliminary track selection, 

the standard OPAL "quality" track selection cuts were employed (see table 5.3). In 

addition, tracks were required to have two hits in each of SI-r¢ and SI-z as Monte 

Carlo studies show this requirement greatly reduces the systematic uncertainty due 

to detector resolution modelling (see section 5.3). 

It is important to select tracks that are predominantly from b and D hadron 

decays as these tracks differentiate single from double charm b decays. Fragmenta-

tion tracks in jets containing a single charm b decay are the same as fragmentation 

tracks in jets containing a double charm b decay, so they diminish the separation 

obtainable from the b and D tracks. The most useful cuts for reducing tracks from 

fragmentation are cuts on a track's impact parameter significance, S, momentum, 

p, angle with respect to the jet axis, Bi-j, and rapidity with respect to the jet axis, 

y = ~ ln(~~:::) (Eis the energy of the track and Pii is the component of the track's 

momentum that is parallel to the jet axis). Figure 5.16 shows the distributions of 

these variables for tracks from fragmentation and b or D decays. 

Track origin Fraction 

b and D hadron decay 0.686 
fragmentation 0.270 
K0 and A decay, r conversions 0.025 
other 0.019 

Table 5.6: Origin of tracks passing track selection cuts (after event and jet cuts are 
applied). Tracks whose origin is classified as "other" are mostly from interactions 
with the detector material. 
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Figure 5.16: Track cuts used for analysis. Tracks on the same side of the vertical 
line as the arrow are rejected. The tracks shown in these plots satisfied the quality 
and silicon detector hits cuts but did not have the other track cuts applied to them. 
The solid histograms represent fragmentation tracks. The dashed histograms repre­
sent tracks from b and D hadron decays. The top left plot shows the angle of the 
track with respect to the jet axis. The top right plot shows the impact parameter 
significance in the r - ¢> plane. The bottom left plot shows the track momentum. 
For reasons described in the text, no additional momentum cut was applied (a trans­
verse momentum cut, Pr> 0.15 GeV /c, was applied in the quality track cuts). The 
bottom right plot shows the rapidity of the track with respect to the jet axis. 
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Tracks with S < 0 tend to come from fragmentation so all tracks were required 

to have S > 0. Also, very few tracks from b and D decays have S > 25 so a cut 

of 0 < S < 25 is used. Tracks from fragmentation have a soft p spectrum but 

MC studies show that a p cut harder than p > 0.15 GeV/c increases the statistical 

uncertainty of Br(b -t DDX). This occurs because the number of jets with at least 

one selected track is reduced. For this reason, p > 0.15 Ge V / c was chosen as the 

momentum cut. The angle between the direction of the track and the jet axis, Ot-j, 

was required to be <0.6 radians. Most b and D daughter tracks fall inside a cone 

about the jet axis defined by this cut, while many fragmentation tracks are rejected. 

Finally, a cut of y > 1.0 was made to further reduce the fraction of fragmentation 

tracks selected. Tracks from b and D decays tend to follow the direction of the initial 

b quark (as approximated by the jet momentum vector) and have high momentum so 

have larger y than fragmentation tracks. The rapidity cut is similar to a combination 

of the p and et-j cuts but this cut further reduces the total expected uncertainty. 

Table 5 .6 lists the fractions of tracks from different origins that pass all track selection 

cuts. 



Chapter 6 

Results 

6.1 Results for each year 

Separate fits of the -ln(P1) distributions are performed for each year of data taking 

to determine Br(b--+ DDX). The results of these fits are shown in table 6.1. A total 

of 91 different -ln(P1) bins are used for each year for the different track multiplicities. 

There are 7 free parameters: one value of Br(b --+ DDX) for each track multiplicity 

and a. This results in a total of 91 - 7 = 84 degrees of freedom. \i\Tith x2 values 

of 88.0, 96.6, and 80.4 for 1993-95 respectively, the probabilities to obtain these x2 

values or larger for 84 degrees of freedom are 0.36, 0.16, and 0.59. For this reason, 

the shapes of the MC -ln(P1) distributions are considered consistent with the data 

-ln(P1) distributions for each year of data taking. 

The best fit values of Br(b --+ DDX) for each year and each track multiplicity bin 

are not constrained to the physically allowed region, 0% < Br(b--+ DDX) < 1003. 

This is done because the results for each year and each track multiplicity bin are 

combined. If any of the branching ratios had been constrained to be between 0% 

and 1003, the combined result would have been biased [93]. 
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year Br(b ~ DDX) (%) (]'stat (%) a x2 /d.o.f. 

1993 -2.2 6.5 (1.0 ± 2.4) x 10-3 88.0/84 
1994 15.0 4.4 (-0.8 ± 2.0) x 10-3 96.6/84 
1995 15.5 6.7 (-1.4 ± 2.7) x 10-3 80.4/84 

Table 6.1: Results of -ln(P1) fits for each year of data-taking. Only the statistical 
errors of the fits are shown in this table. The systematic uncertainties are discussed 
in detail in chapter 7. The best fit value of the a parameter used in the fitting 
function (equation 5.4) is listed. The number of degrees of freedom for each fit was 
84. 

The best fit values of a are consistent with zero for each year of data taking. 

This shows that the physics inputs to the MC and the detector modelling are in 

reasonable agreement with the data. The statistical uncertainties for the different a 

values are all smaller than the value of O'a (= 3 x 10-3 ) that is used to constrain a. 

Figures 6.1, 6.3, 6.5 show the fits of the MC PDFs to the data for each year. The 

residuals of the -ln(P1) bins are shown in figures 6.2, 6.4, 6.6. 

6.2 Cross check: analysis with simulated "pseudo-

data" 

In order to test the experimental method that is used for the analysis, the analysis 

was first performed with a set of simulated "pseudo-data" for the 1994 configuration 

of the OPAL detector. The simulated data that were used to construct the MC 

PDFs were distinct from the simulated data that were used for the pseudo-data. 

One million hadronic zo decays were used for the pseudo-data. This number was 

chosen so that the pseudo-data sample vvas comparable to the real data sample used 

in the 1994 analysis. Two million z0 ~ bb and one million five-flavour hadronic 

z0 decays were used to generate the MC PDFs. Although only one million five-
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Figure 6.1: Fits of MC PDFs to data for 1993 for each track multiplicity bin. The 
line histogram is the sum of the MC PDFs. The dark grey histogram depicts the 
backgrounds: b ---+ 0 charm, b ---+ charmonium, uds jets, c jets, and gluon jets in 
zo ---+ bb events. The light grey histogram depicts the single charm b decays, and 
the open white histogram depicts the b ---+ DDX component. The number of jets in 
the first bin of each histogram is scaled by a factor of 1/5 to make the b ---+ DDX 
contribution easier to see. For some track multiplicities (e.g. TM = 1, 3, 6 above), 
the single charm component is > 1003 and Br(b---+ DDX) < 03; for these cases, 
there is no visible b ---+ DDX component in the plots and the number of entries in 
the light grey histogram is greater than the number of entries in the line histogram 
that is the sum of all the MC PDFs. 
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Figure 6.2: Residuals for fits of MC -ln(Pj) PDFs to 1993 data. 
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Figure 6.3: Fits of MC PDFs to data for 1994 for each track multiplicity. For details 
about this figure, see the caption for figure 6.1. 
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Figure 6.6: Residuals for fits of MC -ln(Pj) PDFs to 1995 data. 
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flavour hadronic zo decays were used, the background PDFs had large statistics as 

no b-tagging requirement was made of the opposite jet. The OPAL Rb analysis [94] 

showed that there is very little correlation between opposite jets in udsc events so 

this did not distort the shapes of the backgrounds. The ratio of zo -t bb MC events 

to data events was approximately the same in the analysis of the real data. 

The Br(b -t DDX) result obtained in this pseudo-data analysis, (17.4~U( stat.))%, 

is in agreement with the true Br(b -t DDX) value in the pseudo-data, 13.3%. The 

magnitude of the statistical uncertainty is in line with the statistical uncertainty 

from the fit to the 1994 data. The x2 /d.o.f. for the fit was 90.2/84. The best fit 

value for a was (-0.02 ± 2.01) x 10-3 . As the MC and pseudo-data were generated 

with the same physics inputs and the same detector simulation, the fact that a was 

so close to zero is not surprising. These results give confidence in the results obtained 

with the real data. 

Unfortunately, the sample size of the MC was not sufficient to indicate any bias 

in the estimator for Br(b -t DDX) that is less than a stat· However, the toy MC study 

that involved fitting similar gaussians (see section .S.4.1) showed that the results of 

those fits are not biased. The fits for the toy MC study and the Br(b -t DDX) 

analysis are very similar. MC studies also show that in the simulated data, there 

are no significant differences in the efficiencies to select the different topologies of b 

hadron decays (single charm, double charm, etc.) after cuts have been applied. 
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Figure 6.7: Combined result for Br(b--+ DDX). The inner portion of the error bars 
is the statistical uncertainty. The outer portion is the systematic uncertainty due to 
detector modelling combined in quadrature with the statistical uncertainty. 

6.3 Combination of Br(b --+ DDX) results 

The Br(b --+ DDX) results for each year of data taking can be combined by calcu­

lating a weighted mean that yields 

- +2.4 Br(b--+ DDX) = (10.0 ± 3.2(stat.)_2 .9 (syst. det.))%, (6.1) 

where syst. det. is the portion of the uncertainty that is uncorrelated from year-to-

year due to detector modelling (see section 7.3.4). Systematic uncertainties from the 

modelling of particle physics processes (see section 7.4) are fully correlated from year 

to year so do not need to be considered when the weighted mean for Br(b--+ DDX) is 

calculated. The weights for each year are 1 / ( O";tat. + O";yst. detJ Figure 6. 7 shows the 

Br(b --+ DDX) results for the three separate years of data taking and the combined 

Br(b--+ DDX) result. The x2 /d.o.f. for combining the results from the three years 
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is 3. 7 /2. The probability to have this x2 or larger with two degrees of freedom is 

0.16. This combination includes the statistical correlation between the 1993 and 

1994 results (see section 4.2). The MC z0 -+ bb samples for 1993 and 1994 are 

much larger than the zo -+ bb data samples for these years, so the effect of this 

correlation (assumed to be 1003 for the MC statistics) on the combined statistical 

uncertainty is minimal. 

The final result for Br(b-+ DDX), including statistical, and detector and particle 

physics systematic uncertainties is 

Br(b-+ DDX) = (10.0 ± 3.2(stat.)~~:~(syst. det.)~~?04 (syst. phys.))%, (6.2) 

where syst. phys. is the systematic uncertainty due to the modelling of the under-

lying particle physics. 

6.4 nc result 

This Br(b -+ DDX) result can be combined with previous experimental determi-

nations of Br(b -+ charmonium) ( = (2.4 ± 0.3)3 [36]) and Br(b-+ no charm) 

( = (0. 7 ± 2.1)3 [37]) in equation 2.12 to give 

1 12+0.ll 
nc = · -0.10· (6.:3) 

The uncertainty of nc includes the correlations between the measured valµe of 

Br(b-+ DDX) and the assumed values of Br(b-+ no charm) and Br(b -+ char-

monium). 



Chapter 7 

Systematic Uncertainties 

This chapter outlines the sources of systematic uncertainty for Br(b--+ DDX). The 

main method used to estimate the systematic uncertainties is described in section 

7.1. The statistical uncertainty inherent in the estimated systematic uncertainties 

is discussed in section 7.2. Details about the various sources of systematic uncer­

tainty are described in the remainder of the chapter. The systematic uncertainties 

for Br(b --+ DDX) for each year of data taking and for the combined years are sum­

marized in tables 7.1 and 7.2. 

7 .1 Determination of systematic uncertainties 

The main method for estimating the systematic uncertainties involves weighting jets 

in the MC in order to effectively change the value of a particular physics input 

(e.g. mean lifetime of Bs meson) by its one standard deviation uncertainty. For the 

lifetime example, the weight that a jet receives is determined by the proper lifetime 

of a Bs meson in the jet (weight = 1.0 if there is no Bs meson). The values of the 

normalized exponential functions (with the original and new Bs lifetimes) at that 
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O"Br(b-+DDX) (%) Sign of 

Source Value 1993 1994 1995 Combined ~Br(b-+ODX) 
~Source 

d0 modelling ±1.5% +3.2 +4.5 +3.0 N/A N/A -4.5 -5.6 -3.0 

CJ do modelling ±0.5% ±0.6 ±0.8 ±0.8 N/A N/A 

Etrack see text ±0.3 ±0.3 ±0.3 N/A N/A 

<XE> 0. 7151 ± 0.0025 ±0.0 ±0.0 ±0.0 ±0.0 N/A 

< Nch >Jrag 12.46 ± 0.32 ±5.9 ±5.7 ±7.8 ±6.2 + 
< Xb-+D > see text ±0.7 ±0.3 ±1.0 ±0.5 N/A 

'TBO (1.542 ± 0.016)ps ±1.1 ±0.5 ±1.5 ±0.9 -

'TB+ (1.674 ± 0.018)ps +1.3 +0.6 +l.7 ±1.0 --1.2 -0.4 -1.6 

'TBs (1.461 ± 0.057)ps +0.8 +0.4 ±1.4 +0.7 --0.7 -0.3 -0.6 

'TAb (1.208 ± 0.051)ps +1.1 +0.8 +1.4 +LO --1.0 -0.7 -1.3 -0.9 

To+ (1.051 ± 0.013)ps ±0.2 ±0.l ±0.2 ±0.1 -

Too (0.412 ± 0.003)ps ±0.3 ±0.3 ±0.3 ±0.3 -

7ot (0.490 ± 0.009)ps ±0.1 ±0.2 ±0.5 ±0.3 -

'Tfi.t (0.200 ± 0.005)ps ±0.2 ±0.1 ±0.2 ±0.2 -

]Ab (10.5 ± 2.0)% ±1.7 ±1.4 +2.7 ±1.7 + -2.5 

fBs (9.2 ± 2.4)% =t=0.3 ±0.3 +l.2 +0.4 --1.0 -0.3 

g---+ bb (2.54±0.50) x 10-3 ±0.0 ±0.1 =t=0.2 ±0.0 N/A 

g---+ cc (2.99±0.39) x 10-2 ±0.4 +0.2 ±0.0 ±0.2 + -0.3 

Table 7.1: Summary of systematic errors for Br(b---+ DDX) for 1994 (part 1). The 
continuation of the summary, including the total correlated and uncorrelated uncer­
tainties, is found in table 7.2. The definitions and explanations of all the sources 
of uncertainty are contained in sections 7.3 and 7.4. The column containing the 
· f ti.Br(b-+o.DxJ b b. d · h d B (b DD-X) ·f signs o ti.Source can e com me wit <JBr(b-+DDX) to up ate r ---+ .i i 

measurements of the sources of systematic uncertainty are updated. For example, if 
the central value of TAb is measured to be 0.010 ps longer, then the central value for 

Br(b---+ DDX) decreases (because ~B~~~~~X) is negative) by 0.9(0.010/0.051)%. 
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O"Br(b-+DDX) (%) Sign of 

Source Value 1993 1994 1995 I Combined 
.6.Br(b-+DDX) 

.Ci.Source 

< nch >o+ 2.38 ± 0.06 +0.4 +0.5 +0.9 +0.6 --0.6 -0.7 -1.3 -0.8 

< nch >oo 2.56 ± 0.05 +1.4 +0.7 +0.9 +0.9 --1.8 -1.1 -1.4 -1.3 

< nch >ot . 2.69 ± 0.33 -1.3 +3.2 -0.5 +1.3 
+1.2 -2.9 +1.4 -1.0 -

< nch >At 2.7 ± 0.5 +0.8 +1.3 +1.0 +1.1 --1.2 -1.1 -0.3 -0.9 

< nr.o >o+ 1.18 ± 0.33 +0.2 -1.6 +6.7 +0.7 + -1.5 +0.8 -4.5 -0.9 

< nr.o >oo 1.31±0.27 +6.4 +4.5 +11.0 +6.4 + -3.8 -1.7 -7.8 -3.5 

< nr.o >ot 2.0 ± 1.4 +0.7 +0.1 +7.4 +1.8 + -1.3 -1.1 -2.3 -1.4 

Br(D+ -7 K0X) (61.2 ± 7.8)% +Ll +1.3 +0.5 +Ll + -0.9 -1.2 -0.7 -1.0 

Br(D0 -7 :K0X) ( 45.5 ± 5.9)% ±1.5 ±1.6 ±0.2 ±1.3 + 

Br(D: -7 K0X) (39+28)o/c -27 0 ±0.6 ±0.7 ±6.0 ±1.9 -

Br(At --+ .A..X) (35 ± 11)% ±0.9 +0.1 +0.4 ±0.4 + -0.2 -0.3 

< nch >t 4.97 ± 0.07 +0.9 ±0.8 ±0.3 ±0.7 --0.8 

fo+ (le) (23.3 ± 2.9)% ±1.7 ±1.1 +1.9 +1.3 --1.7 -1.4 

fo+(2e) (17.0 ± 4.9)% +1.4 ±1.2 -5.4 -0.2 --1.2 +5.4 +0.3 

j At (le) (10.0 ± 2.9)3 +3.2 ±1.7 +2.9 +2.3 + -3.3 -3.1 -2.4 

fA+(2e) (7.4 ± 2.9)% -0.1 +2.6 ±1.5 +1.7 + 
c +0.7 -2.2 -1.3 

Eg ±10% ±0.4 ±0.4 ±0.4 ±0.4 + 

Ee ±10% ±2.0 ±2.0 ±2.0 ±2.0 + 
Euds ±10% ±0.8 ±0.8 ±0.8 ±0.8 + 
Br(b-7 no charm) (0.7 ± 2.1)% +3.0 +3.0 +3.0 +3.0 + -1.0 -1.0 -1.0 -1.0 

Br(b-7 charmonium) (2.4 ± 0.3)% ±0.3 ±0.3 ±0.3 ±0.3 + 

Correlated total +10.4 
-9.0 

Uncorrelated total +2.4 
-2.9 

Table 7.2: Summary of systematic errors for Br(b -7 DDX) for 1994 (part 2). The 
calculation of the total of the uncorrelated systematic (detector) uncertainties is 
explained in section 7.3.4. The correlated systematic uncertainties are due to particle 
physics modelling. The caption in table 7.1 explains how the column containing the 

signs of .6.B~~~~~x) can be used to update Br(b -7 DDX). 
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particular proper lifetime are then calculated. The weight that the jet is assigned 

is just the ratio of these values. The fit to determine Br(b ~ DDX) is then redone 

with the weighted MC PDFs. The difference between the original Br(b ~ DDX) 

(determined using unweighted MC PDFs) and the new Br(b ~ DDX) represents 

the one standard deviation uncertainty from the physics input that is varied by the 

weighting procedure. Unless stated otherwise, this method is used to determine all 

the systematic uncertainties that arise from particle physics modelling. 

7.2 Statistical uncertainty in estimates of system­

atic uncertainty 

The method used in this analysis to determine the systematic uncertainty is quite 

reliable as long as the weighting procedure does not introduce significant amounts of 

statistical "noise" into the PDFs. Significant amounts of statistical noise can lead to 

a poor estimate of the systematic uncertainty due to a physics input. For example, 

if the weighting procedure randomly weights events without changing the underlying 

parent distributions for the PDFs (histograms) then the systematic uncertainty (and 

its estimate) should be zero. The randomly weighted PDFs will in general yield a 

different value for Br(b ~ DDX); the difference between the values obtained with 

the unweighted and weighted PDFs will depend on the amount of noise introduced by 

the weighting procedure. I'Joise is also introduced into estimates of "real" systematic 

uncertainties. One can visualize this problem by considering the possible values of 

Br(b ~ DDX) obtained after weighting. The distribution of possible Br(b ~ DDX) 

values is gaussian (see figure 7.1). The mean and width of the gaussian depend 

on the weights applied to the MC. If little statistical noise is introduced then the 



7.2 Statistical uncertainty in estimates of systematic uncertainty 

"' 1.6 

[ :; 

?""> 

~ I 
:.0 1.4 l a 

1.2 

0.8 

0.6 

0.4 

0.2 

0 
0 

unweighted -

weighted 

2.5 5 7.5 10 12.5 15 

true 
()syst 

()estimate 
syst 

; 7.5 20 22.5 25 
Br(b ~ DDX) 

109 

Figure 7.1: Visualization of statistical noise in systematic error estimates. The 
dashed vertical grey line represents the value of Br(b -t DDX) obtained from the 
fit with the unweighted MC. The black line vertical line represents the value of 
Br(b -t DDX) after weighting the MC. The gaussian represents the noise inherent 
in the weighting procedure. 

gaussian is very narrow, but if there is significant statistical noise, the gaussian can be 

significantly wider. The method used here to determine the systematic uncertainty 

randomly samples one value from this gaussian. 

In some weighting procedures, little statistical noise is introduced, so there is 
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no cause for concern. In general, weighting procedures that use weights close to 1.0 

(0.8 <weight< 1.2) yield reliable (i.e. relatively precise) results. In cases where the 

weights are larger (e.g. poorly measured inclusive branching ratios like< n1ro >Do), 

the estimates of the associated systematic uncertainties are less reliable. 

Unfortunately, some of the estimates of systematic uncertainties in this analysis 

are larger than estimated in MC studies (e.g. the uncertainty due to < n1ro >Do). 

With infinite MC statistics, the potential problem of noise in the estimates of the 

systematic uncertainties would be solved. However, due to the computationally 

intensive nature of heavy flavour hadronic simulation, the MC statistics are limited. 

More precise measurements of some of the inclusive properties of b and D hadron 

decays would also help to reduce some of the systematic uncertainties in this analysis. 

7 .3 Detector modelling 

7.3.1 d0 modelling 

One of the most important sources of systematic uncertainty in this analysis is 

modelling of the track impact parameter resolution. As already mentioned in section 

5.2, the resolution functions for S are determined by fitting an analytical expression 

to selected backward tracks. The same set of resolution functions is applied to both 

data and MC to generate the -ln(Pj) distributions. Using the same set ofresolution 

functions assumes that the impact parameter resolution is the same in the data and 

the MC. The MC has been tuned to make the d0 distributions of backwards SI­

r¢=SI-z=2 tracks in the MC as similar as possible to the same distributions in 

data. The tuning was performed by scaling the difference between the measured d0 

and the true d0 in MC by a constant. The methods used to tune the d0 resolution 
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are described in section 5.3. As described in that section, the uncertainty in the d0 

resolution for the tracks used in this analysis is ±1.5%. 

The uncertainty due to mis-modelling d0 in the MC is determined by re­

processing the MC with the d0 scale factors varied by ±0.015, then re-doing 

the -ln(Pj) fits. The differences between the Br(b-+ DDX) central value and 

Br(b -+ DDX) values with different d0 scale factors represent the systematic un­

certainty. In case there are any correlations between the best d0 scale factors for the 

different momentum bins, the scale factors for all momentum bins were varied at the 

same time, in the same direction, when the MC was re-processed. This uncertainty 

is assumed to be uncorrelated from year-to-year. 

7.3.2 CJd0 modelling 

In addition to the d0 modelling uncertainty, another source of uncertainty for 

Br(b -+ DDX) that is related to the impact parameter of tracks is the mis-modelling 

of the impact parameter uncertainty, CJdo· Section 5.3 describes the tuning of CJdo 

and the uncertainty in the best scale values for CJ do. The uncertainty due to mis­

modelling CJ do is determined by re-doing the analysis with the CJ do scale factors varied 

by ±0.5%. 

7 .3.3 Track selection efficiency 

It is important that the track selection efficiency, Etrack, is the same in the data 

and the Monte Carlo. Different track selection efficiencies may result in systematic 

differences between the MC and the data joint probability distributions. The sen­

sitivity to Etrack mis-modelling is reduced by binning the -ln(Pj) distributions by 

track multiplicity. Some sensitivity does remain though. 
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The most significant cut for Etrack is the cut on the number of SI hits associated 

with a track. As previously mentioned, this analysis uses only tracks with two SI-r¢> 

hits and two Si-z hits. The fraction of this class of tracks in the data is different 

from the fraction in the MC. Fortunately, it is relatively straightforward to correct 

Etrack differences between the data and the MC because the fraction of tracks in the 

MC that have two SI-r¢> and two Si-z hits is larger than the fraction in the data (see 

table 7.3). 

year MC(%) Data(%) 6 (%) 

1993 44.31±0.02 43.62±0.10 -0.69±0.10 
1994 47.59±0.02 46.52±0.06 -1.07±0.06 
1995 56.21±0.06 54.64±0.12 -1.57±0.13 

Table 7.3: Fractions of tracks passing selection cuts (excluding silicon vertex detector 
hit requirement) that have two SI-r¢> and two Si-z hits. 

Tracks with two SI-r¢> and two SI-z hits can be randomly dropped from the 

calculation of -ln(Pj) in the MC so that the track selection efficiencies are the 

same in the data and the MC. MC studies show that randomly dropping tracks 

introduces a large amount of statistical "noise" into the MC PDFs. The value of 

Br(b ---+ DDX) that is measured varies significantly depending on which tracks are 

randomly dropped. As a result, the process of dropping tracks and determining 

Br(b---+ DDX) is repeated 20 times with different random number seeds in order to 

obtain a better estimate of the corrected Br(b ---+ DDX) and its associated uncer­

tainty. The corrected Br(b ---+ DDX) is the mean of the distribution of Br(b ---+ DDX) 

values obtained after MC track selection efficiencies are corrected. The uncertainty 

of the correction is the uncertainty of the mean of the distribution. This uncertainty 

can be made arbitrarily small with more repetitions of the process; however, the 
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magnitude of the uncertainty after 20 trials is already negligibly small (0.3%) com­

pared to the total uncertainty of Br(b-+ DDX). Another small uncertainty in the 

correction that is due to finite MC and data statistics (that limit knowledge of the 

exact track selection efficiences) is negligibly small. 

7 .3.4 Combination of detector systematic uncertainties 

For each year of data taking, the systematic uncertainties due to detector modelling 

are combined in quadrature with the statistical uncertainties when the weighted 

mean for Br(b --+ DDX) is calculated. In order to separate the total uncorrelated 

uncertainty, Cluncom into the contributions from the statistical and detector system-

a tic uncertainties, the total statistical uncertainty, CJ stat, is given by 

(J stat = L -i-( )

-1/2 

i (J stati 
(7.1) 

where Clstati are the statistical uncertainties for each year of data taking, and the 

total uncertainty due to detector modelling, Cldeti is given by 

(J det = J (J;ncorr - Cl'}tat · (7.2) 

7 .4 Particle physics modelling 

7.4.1 b quark fragmentation 

One of the most interesting potential sources of uncertainty in the analysis is due 

to uncertainty of the energy spectrum of the weakly decaying b hadrons produced 

in zo decays. This energy spectrum is dependent on the modelling of the b quark 
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energy spectrum after the parton shower/fragmentation (see section 4.2.1). The 

shape of the energy spectrum (and hence the mean energy carried by b hadrons, 

< XE >) affects the -ln(Pj) distributions. Several experiments have measured 

< XE > using various methods [77, 78, 95]. The combined result for < XE > is 

0.7151±0.0025 [76]. The-Bowler fragmentation model [75] is currently the model that 

fits the data the best; for this reason, the central value for Br(b -+ DDX) is obtained 

with this model. To assess the uncertainty in Br(b -+ DDX) due to uncertainty 

from b fragmentation, jets in the simulation were weighted so that < XE > was 

varied by its one standard deviation uncertainty assuming the Bowler, Lund [96], 

and Kartvelishvili [97] fragmentation models. Unlike many previous LEP heavy 

flavour analyses, the Peterson [74] and Collins-Spiller [98] fragmentation models are 

not considered as they are strongly disfavoured in the most recent b fragmentation 

results. The largest positive and negative differences between the central value 

of Br(b-+ DDX) and the branching ratios obtained using < XE > ±a<xE> with 

the different fragmentation models were significant (±3.03 for 1994); however, the 

mean charged particle multiplicity from fragmentation, < Nch > frag, changes when 

< XE > is changed by the weighting procedure ( < Nch > frag and < XE > are 

anti-correlated). As a result, the change in Br(b-+ DDX) is due to both < XE > 

and < Nch > frag· The contribution of each is untangled by comparing the effect 

of changing < Nch > frag in isolation. The following section describes how this is 

done. After this is done, the systematic uncertainty due to < XE > is consistent 

with ±0.03. 
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7.4.2 Multiplicity of charged particles from fragmentation 

The mean multiplicity of charged particles that are produced during fragmentation 

in zo -7 bb events, < Nch > Jrag, affects the -ln ( Pj) distributions. The more 

fragmentation charged particles that are present, the smaller -ln(Pj) tends to be. 

As mentioned in the previous section, < Nch > Jrag is anti-correlated to < XE > 

because, as the b hadron energy increases, the amount of energy available to produce 

fragmentation tracks is reduced. When < xe > is changed by weighting, the fitted 

value for Br(b -7 DDX) changes because of changes in < Xe > and < Nch > frag· 

By determining the uncertainty due to < Nch > frag alone, the contribution from 

< xe > to changes in Br(b -7 DDX) can be determined. When < Xe > changes, 

the change in < Nch > frag changes Br(b -7 DDX) in the same direction (positive or 

negative). 

In order to determine the systematic uncertainty due to < Nch > frag indepen­

dently of < XE >, < Nch > frag is varied by randomly dropping fragmentation tracks. 

The mean multiplicity of charged particles from fragmentation in z0 -7 bb events 

was determined by comparing experimental values of the average charged particle 

multiplicity in zo -7 bb decays, < nch >bi> [99, 100], and the average charged particle 

multiplicity of b hadron decays, < nch >b (including the charged decay products of 

Ks and A) [23]. Combining these measurements gives < Nch > frag= 12.46 ± 0.32 so 

the relative uncertainty for < Nch > frag is ±2.53. To determine the effect of this 

uncertainty on Br(b -7 DDX), 2.53 of fragmentation tracks were randomly dropped 

from the calculation of-ln(Pj) for MC jets. The difference between Br(b-7 DDX) 

before and after dropping fragmentation tracks represented the systematic uncer­

tainty. The process of randomly dropping tracks was repeated 20 times to obtain a 

more precise estimate of the systematic uncertainty by comparing the mean of the 
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Br(b --+ DDX) values after dropping fragmentation tracks to Br(b --+ DDX) before. 

The estimated systematic uncertainty due to < Nch > frag is ±5.73 for 1994. 

The effect on Br(b--+ DDX) of varying < Nch > frag by ±2.5% (.6.Br(b--+ DDX) 

5.73 for 1994) was compared to the change in Br(b--+ DDX) when < XE > 

was varied by its uncertainty (.6.Br(b--+ DDX) = 3.0% for 1994). \iVhen < XE > 

was varied by its uncertainty, < Nch > frag changed by ±1.6%. From this, the 

uncertainty in Br(b--+ DDX) that is actually due to < XE > is estimated to be 

[3.0 - (~:~ x 5.7)]% = -0.6% for 1994. For this reason, .6.Br(b--+ DDX) due to 

changing< XE >can be attributed entirely to the associated change in < Nch > frag· 

A study of the change in the d0 of tracks from b and D hadron decays as a function 

of< XE> shows that d0 changes very little so -ln(Pj) (and hence Br(b--+ DDX)) 

should change very little as well. The impact parameters of tracks from b and 

D decays do not change significantly when < x E > is changed because the in­

crease( decrease) in the decay lengths of the weakly decaying hadrons is offset to first 

order by the decrease(increase) of the angles between the tracks and the jet axis. 

7.4.3 Momentum spectrum of D hadrons in b hadron decays 

The separation between the decay points of D hadrons and their parent b hadrons 

is affected by the momentum spectrum of the D hadrons in the rest frame of the 

b, < Xb-rD >. The D momentum in the b rest frame is small compared to the 

momentum of the b in the lab frame but it is still an important consideration for 

this analysis. CLEO has made precise measurements of the momentum spectra of 

D(*) hadrons in B meson decays [101]. Those results are applied to the admixture 

of b hadrons produced in zo decays. Although the older < xb_,D > data [102] 

were well parameterized by a Peterson fragmentation function, the ne>ver, more 
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precise data are not well described by the same function. The newer data are better 

parameterized by a gaussian. Figure 7.2 shows the most recent CLEO < xb--.D > 

data fitted by both a gaussian function and a Peterson fragmentation function. 
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Figure 7.2: The most recent CLEO< xb--.D >data fitted by both a gaussian (dashed 
line) and a Peterson fragmentation function (solid line). The x2 /d.o.f. for the fit with 
the gaussian is 12.2/7, while the x2 /d.o.f. for the fit with the Peterson fragmentation 
function 43.9 /8. Clearly, the data are better parameterized by a gaussian function. 

The uncertainty in Br(b-+ DDX) due to the uncertainty of < xb--.D > is deter-

mined by repeating the analysis many times with different MC < xb--.D > spectra 

that are compatible with the CLEO data. The different spectra are generated by a 

weighting procedure similar to the one described in section 7.1. The different xb--.D 

spectra are gaussians whose parameters are determined by randomly varying the 

gaussian parameters that best describe the CLEO < xb--.D > data by their uncer-
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tainties. The correlation between the best fit parameters is taken into account when 

the parameters are randomly varied. The width of the distribution of Br(b -+ DDX) 

values obtained with the different D momentum spectra determines the systematic 

uncertainty due to this source. 

7.4.4 Charm and beauty hadron lifetimes 

The shapes of the joint probability distributions of jets are largely determined by 

the decay lengths of the hadrons within them. This is the reason why the joint 

probability variable is used to separate double charm from single charm b decays. 

Consequently, it is important that the hadron lifetimes assumed in the Monte Carlo 

are correct. To assess the systematic uncertainty due to uncertainties in the b and 

D lifetimes, the lifetimes of the b and D hadrons are independently varied by their 

experimental uncertainties quoted in [23]. As the lifetimes of the D hadrons are 

known to better precision than the lifetimes of the b hadrons, the TDi contributions 

to the systematic uncertainty of Br(b -+ DDX) are smaller than the contributions 

from Tb;· 

7.4.5 Fractions of b hadron species 

Varying the fractions of the different b hadrons produced in z0 -+ bb decays changes 

the joint probability distributions predicted by the Monte Carlo because of the differ­

ent b hadron lifetimes. The fractions of different b hadrons have been measured by 

various LEP experiments and these results have been combined by the LEP Heavy 

Flavour Working Group [103]. The measurements of the different fractions are cor­

related. These correlations are accounted for in the calculation of the Br(b -+ DDX) 

systematic uncertainties. In this analysis, the fractions f 8 0 and f 8 + are assumed to 
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be equal and / 8 0 + fB+ + fBs +!Ab = 1; these assumption are made also by the LEP 

Heavy Flavour Working Group. Even if the first assumption is not valid, it will not 

significantly affect this analysis since the lifetimes of the B0 and B+ mesons are very 

similar. 

7.4.6 Gluon splitting to bb or cc pairs 

In a small fraction of zo decays, a hard gluon is radiated which fragments to a bb or 

a cc pair. The presence of these decays in selected jets affects the joint probability 

distributions because of the long lifetimes of the hadrons containing b or c quarks. 

Gluon splitting to bb or cc in light quark events can also change the efficiency to 

mis-tag light quark jets as b-jets. The rate of g -t bb and g -t cc at .,fS = mzo has 

been measured at LEP [103] and SLC [104]. For this analysis, the g -t bb and g -t cc 

rates are varied in the Monte Carlo by changing the weights of events. The variation 

in Br(b -t DDX) due to changing the g -t bb and g -t cc rates by their experimental 

uncertainties is taken as the systematic uncertainty. The thrust > 0.85 cut greatly 

reduces this background, so the resulting systematic uncertainty for Br(b -t DDX) 

is very small. 

7.4. 7 Charged particle multiplicity of D decays 

The mean numbers of charged particles produced when different D hadrons decay 

were varied to determine their contributions to the systematic uncertainty in this 

analysis. The Mark III collaboration has published values for the mean number of 

charged particles produced per decay, < nch >D, for D+, D0 and D~ [105]. To esti­

mate the magnitude of this systematic uncertainty, the central value of< nch >D for 

each D meson species was varied in the MC by the uncertainty quoted by :YIARK III 
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by weighting the MC. The mean charged particle multiplicity of charm baryon de­

cays was varied by ±0.5 about the JETSET prediction. The weighting was performed 

using a method similar to one used in previous OPAL heavy flavour analyses (e.g. 

Rb analysis [106]). In this method, weights are calculated for D decays with different 

nch by assuming that the D charged particle multiplicity distributions approximate 

Poisson distributions1. The weight is calculated using 

( ) 
P(n', < n' >new) 

WD nch = 
P(n', < n' >01d) 

(7.3) 

where P( n', < n' >new) is the probability for a Poisson distribution with mean 

< n' >new to have a value n'. The subscript "old" refers to the unweighted iv1C. Due 

to the fact that the nch distributions do not actually follow Poisson distributions, 

< n' >new is not simply equal to < n' > 0 1d ±Cl<n'>ozd· The value for< n' >new that 

changes < nch >n by the correct amount was determined by an iterative process. 

The weighting of the MC is done in a way that maintains the relative fractions of Di 

in the MC; the uncertainty due to changing the Di fractions is considered separately 

(see section 7.4.11). Care was also taken when weighting the MC to avoid changing 

BR(D-+ :K0X) in the MC. This was done by calculating weights for jets with and 

without D-+ :K0X decays separately. 

7.4.8 Neutral pion multiplicity of D decays 

Mark III has measured the neutral pion multiplicity of D+, D0 and Di decays 

[105]. Changing < n;ro >n without changing < nch >n or Br(D-+ :K0X) in the MC 

effectively changes the transverse momentum spectrum of tracks from D decays. This 

1 For neutral D hadrons a Poisson distribution is assumed for ¥. For charged D hadrons a 
Poisson distribution is assumed for n"~ - 1 

. -
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affects the do ofthe tracks and hence will affect -ln(Pj)· The effect on Br(b--+ DDX) 

from changing < n7r'o >D for each of n+' D0 and Dt was determined by weighting 

jets depending on the number of 7r
0s produced in D decays. The weighting was done 

in such a way as to vary < n7r'~ > by the one standard deviation uncertainty quoted 
' 

by Mark III, without changing < nch >D or Br(D-+ :K0X). 

7.4.9 Neutral kaon production in D decays 

For D mesons, Br(D-+ :K0X) has been measured by MARK III [105]. The production 

of A in At decays has been measured by several experiments; the average branching 

ratio is calculated in reference [23]. The uncertainty of Br(D-+ :K0X) results in 

a systematic uncertainty for this analysis as the multiplicity of charged particles 

originating at the D vertex changes if Br(D-+ :K0X) changes. This is because the 

charged particle multiplicity in D decays measured by MARK III includes charged 

particles from K~ decays. Changing Br(D-+ K0X) while keeping < nch >D constant 

changes the number of charged particles that actually originate at the point of the 

D decay, nDvtx. With < nch >D held constant, Br(D-+ K0X) and nDvtx are anti­

correlated. Charged particles from K~ decays tend not to pass the track selection 

cuts as they usually originate far from the interaction point, so do not produce hits in 

the silicon vertex detector. Changing the mean value for nDvtx changes the -ln(PJ) 

distributions. 

7.4.10 Charged particle multiplicity of b decays 

The average number of charged particles produced per b hadron decay, < nch >b, 

is an important systematic uncertainty to consider as the number of selected tracks 

from b or D decays in a jet directly influences -ln(PJ) for the jet. The dependence 
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of Br(b---+ DDX) on < nch >b is reduced by binning the -ln(Pj) distributions by 

track multiplicity, but there still exists a systematic uncertainty due to < nch >b· 

The systematic uncertainty of Br(b ---+ DDX) due to the uncertainty of < nch >b is 

determined by a method identical to the method used for < nch >n. As described 

in section 7.4.7, the MC is weighted assuming Poisson distributions for the charged 

particle multiplicities of each of the different b hadrons. 

7.4.11 Fractions of D hadrons in single and double charm b 

decays 

Two of the most important systematic uncertainties to consider in this analysis are 

the fractions of different D hadrons in single charm, J Di (le), and double charm, 

JDi(2c), b decays. These fractions are equal to the total number of a specific D 

hadron produced in single or double charm b decays divided by the total number of D 

hadrons produced in single or double charm b decays. The different D hadron species 

have quite different lifetimes: the ratio of To+ : Tot : Too : TAt is approximately 2.5 

: 1.2 : 1 : 0.5. The joint probability variable depends strongly on the lifetimes 

of hadrons decaying in the jet, so altering the fractions of the different species can 

produce significant effects. As the D+ and At possess the longest and shortest D 

lifetimes respectively, they will be the two D hadrons considered in this section. 

The production of different D hadrons in b decays has been measured by several 

LEP experiments [107], [108], [109]. These measurements have also been used to 

calculate nc. The combination of these results [23] can be used to constrain Jo; (le) 

and Joi (2c) (Di = D+ or At). The production rate2 of a specific D hadron, Di, per 

21t is important to note that despite using the notation Br(b--+ DiX), the production rates are 
not the same as the branching ratios. This somewhat confusing notation has been adopted by the 
Particle Data Group so this document will stay consistent with the PDG. The production rates 
take into consideration the possibility that two D hadrons of the same type (after one is charge con-
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b decay can be expressed in terms of Jn;(lc), Jni(2c), and the single and double 

charm branching ratios as follows: 

(7.4) 

This gives one equation with Jni (le) and Joi (2c) as unknowns (if one assumes 

a wide range of possible values for Bric and Br2c). A priori one does not know the 

relationship between Jn;(le) and Jo;(2c). It is possible though, to assume a range 

of possible values for J Di (le) - Joi ( 2c) = .6.i and then determine the uncertainty of 

Jn;(le) and Jn;(2c) introduced by the uncertainty of .6.i. In the case of ab~ ccs 

decay, it is expected that the c quark produced in the virtual W decay will usually 

hadronize with its associated s quark to produce a D~*)(*)-. A conservative range of 

values for the .6.i is from 0 to Jn; (2c). In the case where .6.i = 0, one assumes that the 

c quark is just as likely to hadronize to a particular Di as the sole c quark in single 

charm b decays. This is an extreme case that is not likely to occur as the c will tend 

to produce more D~*)(*)-. If one assumes that the c quark hadronizes completely 

independently of the c quark and always produces a D~*)(*)+ then ~fo;(lc) = Jo;(2c) 

or .6.i = Jo;(2c). This results in a range of 0 < .6.i < Jni(le)/2 that should cover 

the range of reasonable .6.i values. One can then substitute Jo; (le) - .6.i for Jo; (2c) 

in equation 7.4 to get a range of possible Jo; (le) values. Or, one can substitute 

Jni (2c) + .6.i for Jo; (le) in equation 7.4 to get a range of possible Joi (2c) values. 

To determine the full range of possible values of Joi(lc) and Jo;(2c) one must 

also consider the uncertainty of Br(b ~ Di X) and the possible ranges of Bric and 

Br2c (conservatively set at ± 10% and anti-correlated). At first glance this seems 

somewhat circular as Br2c is ultimately what is measured in this analysis. Ho-vvever, 

jugated) can be produced in one b decay. The production rate can also be thought of as the average 
multiplicity of D; in b decays (e.g. Br(b-+ n+x) =(ND+ in b decays+ ND- in b decays)/Nb decays)· 
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fraction central error from error from error from total 
value (%) ab.; (%) O'Br(b-tDiX) (%) O'Br1c ' O'Br2c (%) error (%) 

fD+ (le) 23.3 ±1.7 ±2.1 ±1.0 ±2.9 

fD+ (2c) 17.0 ±4.5 ±1.7 ±1.0 ±4.9 

f At (le) 10.0 ±0.7 ±2.8 ±0.4 ±2.9 

fA+(2c) 7.4 ±2.0 ±2.1 ±0.4 ±2.9 
c 

Table 7.4: Values and uncertainties for fD;. The uncertainty from aBr(b->D;X) is 
significant for each of the fD;. The uncertainty resulting from ab.; is the dominant 
error for JD+ (2c). 

the weak dependence of fD;(lc) and fD; (2c) on Br1c and Br2c makes this circularity 

negligible. The contributions of all these uncertainties to the uncertainties of the 

various fD; are shown in table 7.4. 

Having determined the uncertainties of the different f D;, the effect of these un­

certainties on the measured Br2c is determined. This is done by weighting the MC 

and determining the shift of the measured Br2c as a function of fD;. 

7.4.12 Background fractions 

The backgrounds in the measurement of Br(b--+ DDX) are defined as jets with 

neither single nor double "open" charm b decays (b--+ charmonium is a double 

"hidden" charm decay). The single charm b decay fraction is not considered a 

background as it is determined in the fit. The backgrounds are divided into the 

following categories: gluon jets in z0 --+ bb events (!9 ), light quark background Uud.s), 

charm quark background Uc), b --+ no charm decays, and b --+ charmonium decays. 

In this analysis, the fractions of backgrounds assumed to be present in the data 

are fixed. These fractions depend on the relative abundances of the backgrounds 

before cuts are made and on the selection efficiencies after cuts are made. The 
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relative abundance of these processes has been determined by previous experimental 

measurements. The selection efficiencies and their uncertainties are determined by 

Monte Carlo studies. 

The fraction of light and c quark backgrounds present before b-tagging is very 

well known due to the precise measurements of Rb and Re [23]. For this analysis, the 

uncertainty in Br(b ~ DDX) due to the uncertainty of these fractions is negligible. 

The c and uds selection efficiencies in b-tagging are not as well known though. Pre­

vious OPAL Monte Carlo studies have estimated the uncertainty in the c and uds 

selection efficiencies with the LEP2 b-tagger to be ±103 [110]. The b-tagging effi­

ciencies for c and uds jets are separately varied by ±103 to assess their contributions 

to the systematic uncertainty in Br(b ~ DDX). The fraction of b ~ charmonium 

decays has been measured by many experiments; combining these measurements 

gives Br(b ~ charmonium) = (2.4±0.3)3 [23]. This branching ratio is varied by its 

uncertainty to assess its contribution to the systematic uncertainty of Br(b ~ DDX). 

Finally, the experimental value for Br(b ~no charm) is 0.7±2.13 [23]. By weight­

ing jets, this branching ratio is varied in the Monte Carlo and the fits are re-done 

to determine the systematic uncertainty of Br(b ~ DDX) due to the uncertainty in 

Br(b ~ no charm). 



Chapter 8 

Discussion 

8.1 Comparison to previous measurements 

Using an inclusive method very similar to the one used in this thesis, DELPHI 

obtained Br(b--+ DDX) = (13.6 ± 3.0(stat.) ± 3.0(syst.))% [37]. SLD obtained 

Br(b--+ DDX) = (17.9 ± l.4(stat.) ± 3.3(syst.))3 [61] using a significantly different 

inclusive method that reconstructed secondary vertices. As the analysis performed 

for this thesis followed a procedure very similar to the one used by DELPHI, but 

obtained a systematic uncertainty due to particle physics modelling that is far larger, 

e~oo43), Some remarks are in Order. 

The impact parameter resolution of the DELPHI detector is 21µm EB 59/p(sin B) ~ 

µm, where p is in GeV/c [111]. The impact parameter resolution of the OPAL 

detector for tracks with transverse momentum, Pr, between 0.15 GeV /c and 20 

GeV /c is approximately 23µm + 87 /Pr µm. This means that the d0 resolution of 

the DELPHI detector is approximately 253 better than OPAL's for the tracks of 

interest. The similar d0 resolution of the two detectors is reflected by the fact that 

the statistical uncertainties of this result (±3.23) and the DELPHI result (±3.03) 
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are quite similar; however, the magnitude of the systematic uncertainties are very 

different. 

Several significant sources of systematic uncertainty that are investigated in this 

analysis were not assigned uncertainties in the DELPHI analysis. These sources of 

uncertainty include the 

• neutral pion multiplicity in D hadron decays, 

• multiplicity of charged particles from fragmentation in z0 -+ bb decays, 

• D hadron lifetimes, 

• multiplicity of charged particles from Ds and Ac decays, 

• inclusive branching ratios of Ds to neutral kaons and Ac to A, and 

• fraction of Ac hadrons in double charm b hadron decays. 

Many of these sources of systematic uncertainty were found to be significant in this 

analysis. 

8.2 Uncertainty due to < Nch > frag 

The source of the largest systematic uncertainty in this analysis is < Nch > frag. This 

was not expected because the discriminating variable, -ln( Pj), is more sensitive to 

the multiplicity of tracks from b and D hadron decays than to the multiplicity of 

tracks from the primary vertex. Furthermore, the -ln(Pj) distributions for different 

track multiplicities are treated separately. 

It turns out, however, that the measurement of Br(b -+ DDX) is quite sensitive 

to < Nch > frag· To demonstrate the effect, a small fraction of tracks can be dropped 
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from the calculation of the joint probabilities of jets. When this occurs, the track 

multiplicity of some jets decreases by one and moves those jets into a track multi­

plicity bin with a lower average -ln(Pj)· The typical change in the mean value of 

-ln(Pj) from one track multiplicity bin to the next lowest track multiplicity bin is 

-0.5. If a track from a b·or D hadron decay is dropped, the mean change in -ln(Pj) 

is -0.92. If a fragmentation track is dropped, the mean change in -ln(Pj) is +0.26. 

As a result, if ab or D track is dropped, the jet tends to have -ln(Pj) that is 0.42 

lower than the average -ln(Pj) for its new track multiplicity bin. When a frag­

mentation track is dropped, the jet tends to have -ln(Pj) that is 0.76 greater than 

the average -ln(Pj) for its new bin. Consequently, a jet which has a fragmentation 

track dropped is more unlike the jets in its new bin than a jet which has had a b or 

D track dropped. This makes the measurement of Br(b --+ DDX) more sensitive to 

systematic changes in < Nch > frag than changes in < nch >b· In conjunction with 

this, the relative uncertainty of< nch >b is about 1/2 of the relative uncertainty for 

< Nch > frag· 

As a check, a MC study was performed to determine if the overall sensitivity 

to systematic effects is reduced if the -ln(Pj) distributions are not binned by track 

multiplicity (unbinned). The pseudo-data and MC samples used in this study were 

identical to those used in the MC studies that were performed to optimize the 

binned analysis. The total systematic uncertainty in the unbinned MC study was 

=~:~% while the total systematic uncertainty in the binned MC study was =~:i%. 



Chapter 9 

Conclusions 

9.1 Br(b -t DDX) Measurement 

The branching ratio Br(b--+ DDX) has been measured using an inclusive joint prob­

ability method with data collected by the OPAL detector at LEP. The result 

Br(b--+ DDX) = (10.0 ± 3.2(stat.):~:~(syst. det.):~~04 (syst. phys.))% 

is consistent with the average of the two previous inclusive measurements of 

Br(b--+ DDX): (16.1±2. 7)%. These two measurements were made by the SLD [61] 

and DELPHI collaborations [37]. 

9.2 nc Measurement 

Using this measurement of Br(b--+ DDX), the average number of charm quarks 

produced per beauty quark decay, nc, is calculated to be i.12:g:g. This value is 

consistent with the world average value at the zo of 1.166 ± 0.033 quoted by the 
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Particle Data Group [23] (this average does not include the SLD Br(b ~ DDX) or 

nc results mentioned previously as the SLD analysis has not been published yet). 

The main measurements contributing to this average are the inclusive measurement 

by DELPHI and several exclusive analyses that fully reconstruct weakly decaying D 

hadrons in b jets/hemispheres (OPAL [58], DELPHI [59], ALEPH [60]). In princi­

ple, inclusive measurements have an advantage that a larger sample of events can 

be used to determine nc; the exclusive analyses reconstruct the various D hadrons in 

experimentally clean, but statistically limited decay modes (e.g. Br(D0 ~ K-n+) = 

(3.80±0.09)%). The uncertainty of exclusive measurements is dominated by uncer­

tainties in the branching ratios of the decay modes that are used to reconstruct the 

D hadrons. Inclusive analyses are not sensitive to specific exclusive branching ra­

tios; however, they are quite sensitive to the modelling of the detector resolution and 

the modelling of the inclusive properties of b and D hadron decays, and b hadron 

production. This analysis' precision is currently limited by knowledge of some of 

these inclusive properties. When more precise measurements of these properties are 

made, the total uncertainty of this analysis will be reduced. The central value and 

its uncertainty may be updated in the future by referring to the information in tables 

7.1 and 7.2 (see caption for table 7.1). 

9.3 Comparison to theory 

The measurements of nc and Br(b ~ DDX) obtained in this analysis are consistent 

with theoretical calculations [38]. As the uncertainties of this analysis' determina­

tions of Br(b ~ DDX) and nc are large, it is not possible to come to any detailed 

conclusions about any of the assumptions that go into the theoretical calculations. 

Figure 9.1 shows that the predicted value for nc is sensitive to the ratio of the charm 
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and beauty quark masses, mc/mb, but is quite insensitive to the renormalization 

scale, µ, for the calculation of nc. If future nc measurements are more precise, they 

might constrain mc/mb further. More precise measurements of Br(b--+ £vX) are 

required to constrain µ further. 

9 .4 Future prospects 

After many years of effort, it is clear that it is very difficult to make precise inclusive 

measurements of Br(b--+ DDX) and nc. Currently, the DELPHI result is the only 

published result. There is potential for future measurements/improvements of nc 

though. Now that the BELLE and BA.BAR experiments have each collected data 

from over 100 million B meson decays, nc analyses by these experiments can certainly 

reduce the statistical uncertainty of Br(B-+ DDX) and nc at the 1(48). The uncer­

tainty of nc and Br(b --+ DDX) is currently dominated by systematic uncertainties 

though. The excellent tracking resolution and vertex reconstruction capabilities of 

those detectors should also lead to a reduction in the uncertainty due to detector 

resolution (currently the major source of systematic uncertainty in the DELPHI and 

SLD measurements). 

Uncertainties of the inclusive properties of D hadron decays are still issues for an 

inclusive measurement like the one performed in this thesis; however, the proposed 

charm factory at CESR/CLEO could greatly reduce some of these uncertainties in 

the near future. Many inclusive b physics analyses besides nc and Br(b --+ DDX) 

are sensitive to uncertainties in the decay properties of D hadrons, so many areas of 

heavy flavour physics would benefit from a charm factory. As the dominant uncer­

tainties in this analysis are from physics systematics, this analysis' total uncertainty 

will be reduced appreciably when more precise measurements of inclusive D decays 
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Figure 9.1: Comparison of nc from this analysis and the average values for nc and 
Br(b---+ £vX), to theory. The nc result from this analysis is not included in the 
nc average shown here; this analysis' nc value (grey band) is shown separately for 
comparison. The dashed line shows the combined statistical and detector system­
atic uncertainties for this measurement of nc. This plot shows the anti-correlation 
between the predicted values for nc and Br(b---+ fvX). The calculated values for 
nc and Br(b---+ £vX) are from [38]. This plot also shmvs the nc and Br(b---+ £vX) 
results from CLEO data collected at the 'I ( 4S) resonance. The original version of 
this plot was taken from [103] but has been updated to include the most recent SLD 
measurement of nc [ 61]. 
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are made. 



Appendix A 

0 PAL coordinate system and 

track parameters 

In the cartesian version of the OPAL coordinate system, the x-axis points horizon­

tally from the centre of the detector to the middle of the LEP ring. The y-axis 

points vertically upwards from the centre of the detector. The z-axis points in the 

direction of the electron beam as it passes through the detector. The origin of the 

coordinate system is located at the geometrical centre of the detector. In the OPAL 

spherical coordinate system, the polar angle, (), is measured from the z-axis, and 

the azimuthal angle, ¢, is measured in the x - y plane from the x-axis to the y-axis. 

The OPAL cartesian coordinate system, () and ¢are shown in figure A.1. 

Five parameters are used to specify the trajectory of a charged particle in the 

OPAL detector. Figure A.2 illustrates these track parameters. Three parameters 

are used to describe the track in the x - y (or equivalently r -1>1
) plane: d0 , ¢0 and 

r;;. The impact parameter, d0 , is the separation between the origin and the point 

on the track that is closest to the the origin in the x - y plane (point of closest 

1 Here r is the perpendicular distance from the beam axis. 
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y 

~---- LEP collider 

x (to centre of collider) 

Figure A.l: The OPAL coordinate system. The x - z plane is approximately in the 
plane of the LEP collider. 

approach). The track's azimuthal angle, ¢0 , is measured at the point of closest 

approach, between the x-axis and the x - y projection of the momentum vector of 

the track. The track parameter rt, is related to the track's radius of curvature, p, by 

lrt,I = 1/2p. The sign of rt, is determined by the change in ¢ as the track is followed 

from the centre of the detector outwards. The sign of rt, is positive if</> increases; the 

sign is negative otherwise. 

Two parameters are used to describe the track in the s - z plane (wheres follows 

the projection of the curved track in the x -y plane): ,\and z0 . The dip angle, ,\, is 

related to the polar angle, (), by A = 7r /2 - e. The parameter Zo is the z coordinate 

of the track at the point of closest approach in the x - y plane. 

It is important to note that the OPAL track parameter d0 , as it is described here, 

is measured with respect to the origin of the OPAL coordinate system. The track 

impact parameter that is used to calculate the joint probability variable that is used 
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(a) x-y plane 

track 

Origin 

(b) s-z plane s 

z 

Origin 
<------? 

track 

Figure A.2: Definition of track parameters in OPAL. Tracks are shmvn in (a) the 
x - y plane and (b) the s - z plane. The track parameters are described in the text. 



137 

in this analysis is measured with respect to the interaction point (as estimated by 

the primary vertex) in the x - y plane. Unfortunately, the impact parameter with 

respect to the primary vertex is also referred to as d0 . Throughout the rest of the 

thesis, d0 refers to the impact parameter with respect to the primary vertex. 
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